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I. MANUSCRIPTS AND EXTENDED REPORTS




THE ASSOCIATION BETWEEN COMPREHENSION OF SPOKEN SENTENCES AND EARLY READING
ABILITY: THE ROLE OF PHONETIC REPRESENTATION®

Virginia A, Mann,+ Donald Shankweiler,++ and Suzanne T. Smith++

Abstract. When repeating spoken sentences, children who are good
readers tend to be more accurate than poor readers because they are
able to make more effective use of phonetic representation in the
service of working memory (Mann, Liberman, & Shankweiler, 1980).
This study of good and poor readers in the second grade has assessed
both the repetition and comprehension of relative-clause sentences
to explore more fully the association between early reading ability,
spoken sentence processing, and use of phonetic representation. It
was found that the poor readers did less well than the good readers
on sentence comprehension as well as on sentence repetition, and
that their comprehension errors reflected a greater reliance on two
sentence processing strategies favored by young children: the
minimum-distance principle and conjoined-clause analysis. In gener-
al, the pattern of results is consonant with a view that difficul-
ties with phonetic representation could underlie the inferior sen-
tence comprehension of poor beginning readers. The finding that
these children place greater reliance on immature processing stra-
tegies raises the further possibility that the tempo of their
syntactic development may be slower than that of good readers.

There is evidence that reading disability among children in the early
elementary grades reflects some rather specific problems in the area of
language. The evidence can be found in studies that have compared the
performance of good and poor beginning readers on parallel language and
nonlanguage tasks. Poor beginning readers are typically inferior to good
beginning readers in the ability to identify spoken words that are partially
masked by noise, although they are equivalent to good readers when the masked
items are nonspeech environmental sounds (Brady, Shankweiler, & Mann, 1983).

®*Also Journal of Child Language, in press.

+Also Bryn Mawr College.

++Also University of Connecticut.
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Likewise, they are inferior to good readers in performance on a memory task
that involves recognizing printed nonsense syllables, but not when the task
involves recognizing photographs of wunfamiliar faces (Liberman, Mann,
Shankweiler, & Werfelman, 1982). They are inferior to good readers in ordered
recall of word strings, but not in ordered recall of nonverbal sequences in a
block-tapping task (Mann & Liberman, in press)., Finally, poor readers are
inferior in ordered recall of nameable pictures, but not in ordered recall of
visual patterns that do not readily lend themselves to verbal labeling (Katz,
Shankweiler, & Liberman, 1981). It is thus apparent that in young children
with reading disability, we do not ordinarily find a general impairment in
learning and memory, or an overall retardation in language. Instead we find
deficits in specific language functions.

Our attention has focused on a deficiency that we believe is basic to
reading and other language skills in reading disabled children, namely, the
use of phonetic representation in working memory. Poor readers' problems with
verbal short-term memory are evident in their performances on a variety of
tasks that require retention of ordered strings of visually-presented or
spoken words and other stimuli that lend themselves to verbal labeling
(Liberman, Shankweiler, Liberman, Fowler, & Fischer, 1977; Shankweiler, Liber=-
man, Mark, Fowler, & Fischer, 1979). Insight into the underlying basis of
deficient memory performance is gained from the special case in which the
stimulus items rhyme. Under this condition, the good readers' advantage is
greatly reduced or even eliminated presumably because of interitem interfer-
ence. The poor readers, in contrast, do not show much interference as a
result of rhyme. This result, originally demonstrated for randomly ordered
material, also obtains for spoken sentences. It is apparent that in children
who are good readers, but not in those who are poor readers, memory
performance depends critically on the phonologic properties of the stimulus
material. The discrepancy between the two groups in response to rhyming and
nonrhyming items, together with the poor readers' inferior performance on the
latter, suggests that poor readers are somehow impaired in their ability to
retain the full phonetic representation in working memory.

In addition to the studies of working memory, additional research
conducted in our 1laboratory indicates that poor readers also perform less
adequately than good readers on other tasks (for example, certain speech
perception tasks, Brady et al., 1983, and tests of object naming, Katz, 1982)
that involve accessing a phonetic representation. These further findings
support the view that the basic deficit involves primarily the phonological
component of language.

The research we report here is concerned with ramifications of this
problem for processing sentences. It was motivated by the suggestion of some
of our colleagues (Liberman, Mattingly, & Turvey, 1972) that, owing to its
role as a vehicle for working memory, phonetic representation has a crucial
role in sentence processing. Previous research has shown that poor readers
fail to repeat spoken sentences as accurately as good readers do (Perfetti &
Goldman, 1976; Weinstein & Rabinovitch, 1971; Wiig & Roach, 1975). Our
research (Mann et al,, 1980) confirms these findings and further reveals a
difference between good and poor readers that is dependent on the makeup of
the test sentences, In particular, we have found that while manipulations of
syntactic structure and meaningfulness of sentences affected the performance
of both good and poor readers equally, manipulations of phonetic confusability

|
|
|
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affected good readers more strongly than poor readers (Mann et al., 1980).
The poor readers' performance was unaffected by the presence of a high density
of phonetically-confusable words in the test sentence being repeated--a
} condition that so extensively penalizes good readers as to make their
repetition performance equivalent to that of poor readers. We have argued
that the observed tendency of poor readers toward inaccurate repetition of
? normal sentences is an expression of the same underlying deficit that makes

them relatively tolerant of a high density of rhyme in sentences and word
strings. In other words, their difficulties with repeating a sentence reflect
their failure to make effective use of the phonetic structure of that sentence
4 as a means of retaining a verbatim representation of it in working memory.
Out of this failure comes a difficulty with retention not only of the words
themselves, but also of their order of occurrence,

) The issue we raise in the present study is whether difficulties with
, phonetic representation penalize the comprehension of a sentence as well as
its repetition. Certainly in the case of a language such as English, in which
the sequential order of words tends to convey syntactic structure, an
ineffective use of phonetic representation could, 1in principle, lead to
difficulty in sentence comprehension. The literature does, in fact, contain
evidence that poor readers do not comprehend certain classes of spoken
sentences as well as good readers (Byrne, 1981a; Satz, Taylor, Friel, &
Fletcher, 1978). Our concern is with the extent to which the comprehension :
difficulties of these children can be understood as a product of an ineffec-

tive phonetic representation, and the extent to which the difficulties reflect '
problems with syntactic structure, as such. Certainly, poor readers may fail
to comprehend certain sentences because they fail to remember the component
words sufficiently and for that reason fail to recover syntactic structure.
But in addition, their comprehension might also be limited by a deficient
ability to apprehend the structure (Byrne, 1981a, 1981b),

In the present study we have sought to confirm that differences in
comprehension of spoken sentences can indeed distinguish good and poor
beginning readers. We have also attempted to discover the extent to which
such differences, provided they are reliable, turn primarily on effectiveness
of phonetic representation, and the extent to which they reflect differences
in syntactic competence as such. Our approach has been to study the
repetition and comprehension of several types of sentences among a population
of good and poor third-grade readers. A preliminary study (in preparation)
assessed the performance of these children on an oral sentence comprehension
test, the Token Test of De Renzi and Vignolo (1962), which has proved to be a
sensitive diagnostic of even minor disturbances of sentence comprehension
associated with aphasia in adults (see, for example: De Renzi & Faglioni,
1978; De Renzi & Vignolo, 1962; Orgass & Poeck, 1966; Poeck, Orgass,
Kerschensteiner, & Hartje, 1974). We found that the good readers surpassed
the poor readers on comprehension of those later Token Test items that could
be expected to tax working memory. Thus it was established that poor readers
do indeed exhibit a greater degree of difficulty in comprehension of certain
spoken sentences than good readers. However, we found nothing to suggest that
the poor readers' errors on the Token Test items involved a syntactic deficit
as such, In general those sentences that proved difficult for the poor
readers also proved difficult for the good renders.

\
y
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A Lecond study (in preparation), using the same group of children,
focused on the repetition and comprehension,of sentences containing reflexive
pronouns, such as those in 1a and 1b., These, like the Token Test items, have
proven difficult for aphasic adults to comprehend (Blumstein, Goodglass,
Statlender, & Biber, 1983):

? la. The clown watched the boy spill paint on himself.
1b. The clown watching the boy spilled paint on himself.

In such sentences, syntactic structure rigidly determines the antecedent of
the reflexive pronoun, and by probing for subjects' comprehension of that
antecedent, one can assess their ability to recover syntactic structure,
Whereas our good readers surpassed the poor readers in repeating sentences
like 1a and 1b, they did not surpass them on a picture-verification test of
comprehension that required them to choose a drawing whose meaning best
matched that of a spoken sentence. Children in both groups made few errors in
identifying the antecedents of pronouns in single-clause sentences. They also
made fewer errors on sentences like 1a than on sentences like 1b, in which the
anaphoric referent could not be correctly assigned by adopting a minimum
distance strategy. However, the number and pattern of errors were similar for
good and poor readers, suggesting that they had equal mastery--or lack of
mastery--of at least this aspect of syntactic structure.

Thus far, then, our findings give no reason to postulate a specific
syntactic competence problem on the part of poor readers. Yet, we must be
cautious about reaching a more general conclusion with regard to syntactic
competence because in our earlier research we employed only a very limited set
of syntactic constructions. Therefore, as a follow-up to our previous study,
we studied the repetition and comprehension of a new set of spoken sentences,
In choosing materials for this study, we were guided in part by research on
language acquisition. Embedded constructions having a basic Subject-Verb-
Object (SVO) construction and either a subject-relative or object-relative
embedded clause are of special interest to students of syntactic development,
Examples of such sentences appear in 2a-2d, where the first code letter refers
to the role of the relativized noun in the matrix clause, and the second
letter refers to the role of the head noun within the relative clause itself:

2a, (SS) The dog that chased the sheep stood on the turtle.
2b, (SO) The dog that the sheep chased stood on the turtle.
2c. (0S) The dog stood on the turtle that chased the sheep.
2d., (00) The dog stood on the turtle that the sheep chased.

Each of these four sentences contains the same ten words; thus any differences
in their meanings must be marked by word order and such phonological features
as pitch contour, the juncture pause between words, and the stress on
individual words. Because sensitivity to word order and phonological features
might be expected to place a certain demand on the use of phonetic representa- ‘
tion as a means of temporarily holding an utterance in working memory, we
speculated that comprehension of sentences like those in 2a-2d might distin-
guish good and poor readers.
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We were additionally interested in such sentences, moreover, because of
the wealth of evidence about the errors young children tend to make, and
because of current views about the emerging syntactic competence that those
errors may reflect. Let us briefly consider some of that evidence. Many
investigators have found that young children in the three- to eight-year-old
range tend to make more comprehension errors on S0 constructions than on types
SS, 0S, or 00 (deVilliers, Tager-Flusberg, Hakuta, & Cohen, 1979; Sheldon,
19743 Tavakolian, 1981). A few investigators have also claimed that perfor-
mance on 0S constructions is poorer than on SS ones (Brown, 1971; Sheldon,
1974; Tavakolian, 1981). Smith (1974) attributes the relative difficulty of
SO to the fact that it violates two common properties of English sentence
configuration, notably the "SVO configuration®™ (Bever, 1970) that holds that
the sequence "N-V-N" is typically "subject-verb-object," and the "minimum-
distance principle” (Chomsky, 1969; Rosenbaum, 1967) that holds that the
missing subject of a given verb is the noun most proximal to it. In contrast
to SO, the SS construction violates only the minimum distance principle, 00
violates only the SVO configuration, and OS violates neither.

One might note, however, that superior performance on SS as compared to
0S cannot be explained in terms of the number of violations of expected
sentence configuration, since SS violates one expectation, whereas 0S violates
none. A solution to this difficulty was proposed by Tavakolian (1981), who
suggested that children tend to treat the two clauses of sentences such as 2a-
2d as being conjoined clauses rather than as a relative clause embedded within
a matrix clause (Tavakolian, 1981), Such a "conjoined clause analysis"
predicts that both sentences 2a and 2c will be interpreted as meaning "The dog
stood on the turtle and chased the sheep,"--a strategy that leaves the meaning
of 2a intact, but alters the meaning of 2c so that it becomes equivalent to
2a. When young children act out the meaning of sentences with relative
clauses 1like those in 2a-2d, their responses meet with this and other
predictions of a conjoined-clause analysis (Tavakolian, 1981).

These accounts of children's erroneous responses to relative-clause
sentences are highly germane to our interest in the sentence processing skills
of good and poor beginning readers. Certainly ineffective phonetic represen-
tation might lead to impaired sentence comprehension because neither the words
nor the order of occurrence are available for correct parsing. A child may
assume, therefore, that the subject of a recently heard verb is the most
proximal noun because of an impoverished representation of the words and their
order, and thus adhere to the minimum-distance principle., However, ineffec-
tive phonetic representation, in and of itself, would not necessarily lead a
child to link a verb to a noun that occurred at some remove in the sentence,
as happens in a conjoined-clause analysis. We therefore anticipated that the
poor readers' inefficient phonetic processing and their consequent weakness in
short-term retention might lead them to make more errors than good readers
that reflect adherence to the minimum-distance principle. If, further, the
poor readers were to make both more minimum—-distance errors and also more
conjoined-clause analysis errors than the good readers, then it might be
argued from the fact that such errors are typical of younger children that the
poor readers are indeed on a slower Schedule of syntactic development (Byrne,
1981a, 1981b; Satz et al., 1978), even though the trend of the development
might be normal. 1If, on the other hand, poor readers make errors that are
qualitatively different from those of good readers and other young children,

w
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we would have strong reason to entertain the possibility of a primary
deficiency in syntactic competence as such. A finding that the pattern of
poor readers' performance across the four different constructions exemplified
in 2a-2d is different from that of good readers likewise would also suggest
that in addition to problems involving the working memory, there is further an
underlying syntactic deficiency.

METHOD

Subjects

The subjects were third-grade pupils attending public schools in East
Hartford, Connecticut. All were native speakers of English with no known
speech or hearing impairment and had an intelligence quotient of 90 or greater
(as measured by the Peabody Picture Vocabulary Test; Dunn, 1965). Inclusion
in the experiment was based jointly on teacher evaluations of reading ability
and scores on the verbal comprehension subtest of the Iowa Test of Basic
Skills (Hieronymus & Lindquist, 1978), which had been administered four months
previously. The 18 good readers included three boys and fifteen girls (mean
Iowa grade-equivalent score 4.59; range 4.1 -5.2). The 17 poor readers
included nine boys and eight girls (mean grade-equivalent score 2.32; range
1.7 - 2.6). The mean IQ for the good readers (109.3) was not significantly
greater than that of the poor readers (107.7). The poor readers (mean age
9.21 years) were slightly (but not significantly) older than the good readers
(mean age 8.95 years) at the time of testing.

Materials

The test materials consisted of eight tokens of each of the nonrestric-
tive relative clause constructions illustrated in 2a-2d. These four construc-
tions represent the orthogonal variation of two parameters: the role of the
relativized noun in the main (matrix) clause--i.e., whether the clause was
subject-relative (S-) or object relative (0O=)=-and the role of the relative
agent (the head noun) within the relative clause--i.e., whether it was the
subject (=S) or the object (-0). They include:

SS-~a center embedded construction of the form "N1 that V1 N2 V2
N3," in which the subject of the main clause is also the subject of
the relative clause.

S0--a center embedded construction of the form "N1 that N2 Vi V2
N3," in which the subject of the main clause is the object of the
relative clause.

0S=-a right-branching construction of the form "N1 V1 N2 that V2
N3," in which the object of the main clause was the subject of the
relative clause.

00=-a right=branching construction of the form "N1 V1 N2 that N3
V2," in which the object of the main clause is also the object of
the relative clause.
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Eight common animal names served as nouns: turtle, owl, alligator,
horse, dog, gorilla, cat, and sheep. Their position and occurrence were
randomized within each sentence type with the restriction that cat and dog
never occur in the same sentence, since their stereotypical roles might bias
children's response., Eight easily~depicted action verbs were used: hit,
kick, run after, chase, jump on, kiss, stand on, and push. Their position and
occurrence within each set of sentences was randomized with the restriction
that actions that could be visually confusing to the test administrator did
not occur in the same sentence (i.e., hit and kick, or hit and push)., To
further facilitate the scoring, none of the nouns and verbs in a sentence
began with the same letter.

The test sentences were randomized and recorded on audio tape by a male
native speaker of English who used natural intonation at a comfortable rate of
delivery. At the time of recording, each sentence was preceded by an alerting
signal (a bell). Small plastic animals were used for the toy manipulation
task that provided the measure of sentence comprehension.

Procedure

Each subject was tested individually in two thirty-minute sessions during
which the previously mentioned experiments were also conducted. The first
session began with the experimenter placing the small plastic animals in a row
on the table in front of the subject, and requesting the subject to name each
one. Any incorrect or nonstandard response, such as calling the cat a
"kitty," was corrected. The experimenter then read three single-clause
sentences to the subject, who was asked to enact each one. These practice
items included three of the eight test verbs along with the names of any
animals that had been misnamed. Successful completion of the practice items
was followed by presentation of the pre-recorded test materials over a
loudspeaker. Before playing each test sentence, the experimenter selected the
appropriate trio of animals and placed them in a predetermined random order,
two inches apart, on the table in front of the subject. The subject was
instructed to listen carefully to the entire tape-recorded sentence, which
would be preceded by a bell, and then to act out its meaning. Emphasis was
placed on 1listening to the entire sentence before starting to respond.
Sentences were repeated only on the subject's request, and the incidence of
repetitions was noted. The subject's manipulation of the animals was tran-
scribed in terms of which animal did what action to whom.

In the second session, which was conducted at least one week after the
first, the subject was instructed to listen to the sentence and to repeat it
into a microphone. Each test sentence was presented only once. Responses
were transcribed by the examiner, and were also recorded on audio tape for
further analysis.

RESULTS

This experiment was designed to corroborate previous findings that
indicated that good and poor readers tend to differ both in use of phonetic
representation during sentence repetition and in spoken sentence comprehen-
sion. Further we sought to determine whether good and poor readers differ in
their ability both to repeat and to comprehend a given set of spoken
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sentences, and to clarify the basis of any comprehension differences that were
found. In order to accomplish this aim, error scores were obtained, and
separate analyses performed on the data from the sentence repetition and
sentence comprehension tests,

Sentence Repetition

In scoring the data from the sentence repetition task, we considered any
response that departed from the test sentence as incorrect. The number of
incorrect sentences (out of a maximum of eight) was then computed for each
construction (SS, SO, 0S, and 00); mean values for good and poor readers
appear in Table 1, We found, as expected, that good readers made fewer errors
than poor readers, F(1,33) = 4,84, p < .03, There was, however, no signifi-
cant effect of either orthogonal variation in sentence structure--the role of
the relativized agent in the main clause (i.e., S= vs. O=), and the role of
the head noun in the relative clause (i.e., =S vs. =-0). Moreover, there was
no interaction of reading ability with either structural variation. As can be
seen in Table 1, error scores are relatively constant across the four
different types of structure, as is the extent of difference between good and
poor readers, A further analysis of the pattern of children's errors within
each sentence also fails to reveal any qualitative differences between good
and poor readers. As can be seen in Table 2, where mean errors appear for
nouns and verbs as a function of their order of occurrence in the sentence,
children in both groups were more likely to repeat later parts of the sentence
incorrectly, F(2,66) = 6,95, p < .002 for nouns, and F(1,33) = 16,11, p < ,005
for verbs. While good readers made fewer errors than poor readers both on
nouns F(1,33) = 4,26, p < .05, and verbs F(1,33) = 4,53, p < .05, there was no
interaction of word position and reading ability.

Sentence Comprehension

Having confirmed that good readers made fewer errors in recall of the
test sentences than poor readers, we now turn to the results of the toy
manipulation task, which was our measure of sentence comprehension., These §
data consist of the experimenter's transcriptions of the responses each child i
made in manipulating the various toy animals. A response was scored as
correct if each of the three nouns had been assigned its proper role(s) as
subject or object of the appropriate verd, otherwise it was scored as
incorrect. Each child's comprehension error score is the total number of
incorrect sentences. These scores proved to be positively correlated with
error scores on the sentence repetition test, r(35) = .40, p < .02, They are
also significantly correlated with the grade-equivalent scores on the Iowa
Reading Test, r(35) = -.43, p < .01, i

Individual error scores on the four different sentence types (i.e., SS, |
SO, 0S and 00) were computed and incorporated into an analysis of variance
that included the factors reading level, role of relativized noun in the
matrix clause, and role of the head noun in the relative clause. The results
are displayed in Figure 1, and may be summarized as follows: The role of the
relativized noun in the matrix clause had no main effect, although the effect
of the role of the head noun was significant, F(1,33) = 21.8, p < .005, as was
the interaction between these two structural factors, F(1,33) = 17,58, ;
p € ,005, These results agree with previous findings insofar as performance t
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Table 1

Mean Number of Incorrect Sentences on the Sentence Repetition Test
(Maximum number of possible errors equals eight)

Good Readers Poor Readers
Sentence Type
33 2.22 3.7
S0 2,67 3.94
0s 2,39 3.Mm
00 1,78 3.65
Table 2

Mean Number of Incorrect Words During Sentence Repetition as a
Function of Word Class and Word Position

Class: Noun Verb
Position: 1 2 3 1 2
Good readers 1.89 2.67 2.72 1.22 3.1
Poor readers 3.29 5.06 5.59 3.18 b.24
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on SS items was superior to that on OS and SO (Brown, 1971; Sheldon, 1974;
Tavakolian, 1981). However, contrary to what others have found (deVilliers et
al., 1979, Sheldon, 1974; Tavakolian, 1981), SO was not more difficult than
00. The discrepancy between our results and previous ones could reflect age
differences: Other studies have employed subjects aged three to eight; ours
were all aged eight and older,
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Figure 1. The performance of good and poor readers on comprehension of
relative clause sentences, plotted in terms of the number of
incorrect sentences as a function of the role of the relativized
noun in the matrix clause (S matrix vs. O matrix) and the role of
the head noun within the relative clause (S relative vs. O rela-
tive).

Of central importance is the comparison of children in the two reading
groups., The poor readers, as we had anticipated, made more incorrect
responses than the good readers, F(1,33) = 9.41, p < .01, yet the relative
difficulty of the four different constructions was the same for good and poor
readers. Thus there is no significant interaction between reading ability and
the influence of matrix clause or relative clause structure. Responses to SS
items were significantly more often correct than those to 0S items, both for
good readers, t(34) = 5,15, p < .005 and poor readers, t(32) = 3.41, p < ,005;
although both groups tended to miss SO items more often than 00 and 0S, the
differences failed to reach significance,

These initial analyses were supplemented by a more detailed analysis of
the responses in search of some measure that might distinguish between the




Mann et al.: Sentence Comprehension and Repetition

good and poor readers. Using the procedure described by Tavakolian (1981),
children's toy manipulation responses were coded with respect to the linear
order of the three nouns in the sentence, so as to denote which nouns were
chosen as subject and object of each verb. When coded this way, the response
to each sentence is represented by two double-number sequences, the first
indicating the nouns taken as subject and object, respectively, of the first
verb, and the second indicating those taken as subject and object of the
second verb. The correct response to an SS sentence is thus represented as
12,13; that for SO, is 21,13; for 0S, 12,23; and for 00, 12,32,

Two classes of errors are of primary interest: those that reflect a
conjoined-clause analysis, as discussed by Tavakolian (1981), and those that
reflect application of a minimum-distance principle (Chomsky, 1969; Rosenbaum,
1967) in which the noun closest to a verb is chosen as its subject. As
outlined in Tavakolian (1981), a conjoined-clause analysis would yield the
correct response to SS sentences, but an incorrect response of 12,13 to 0S,
incorrect responses of either 21,23 or 12,13 to SO, and an incorrect response
of 12,13 to 00 sentences. An incorrect response of 12,31 to 00 sentences, as
discussed by Tavokolian, is also consistent with a conjoined-clause analysis.
We computed for each subject the total number of errors on SO, 0S, and 00 that
fell into these categories and thus could be taken as evidence for reliance on
conjoined-clause analysis. The results, given in Table 3, reveal that for
children in both groups, the number of such errors was considerable. Poor
readers, however, made significantly more errors of this type than good
readers, t(33) = 2,08, p < .05,

Table 3

Distribution of Errors on the Sentence Comprehension Test
(Mean number of errors)

Good Readers Poor Readers
Basis of Error:
Minimum=-Distance 0.33 1.59
Principle
(Maximum = 8)
Conjoined-Clause 4,50 7.32
Analysis
{Maximum = 24)
"SQV" Configuration 0.72 1.35
(Maximum = 16)
Other 2.00 3.76

(Maximum = 32)
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Application of the minimum-distance principle, as opposed to a conjoined-
clause analysis, would yield a correct response tc 0S constructions, but an
erroneous response of 12,23 to SS constructions. When the number of erroneous
responses of this type was computed and averaged across subjects, we
discovered, as shown in Table 3, that the poor readers made significantly more
such errors than the good readers, t(33) = 2.58; p < .02. For neither group,
however, was the raw number of errors involving the minimum-distance principle
as great as the raw number reflecting a conjoined-clause analysis,
t(17) = 4,6, p < .00 for good readers; t(16) = 5.24, p < .001 for poor
readers. However, when raw scores are adjusted for the difference in the
number of opportunities for errors of each type, only the good readers made
significantly more conjoined-clause errors than errors involving the minimum-
distance principle, t(17) = 3.8, p < ,005,

Finally, we computed the number of errors made by each child that could
not be accounted for either by the application of a minimum-distance principle
or a conjoined-=clause analysis. Children in both groups made an appreciable
number of erroneous responses of 12,23 on 00 and SO sentences, perhaps because
they tended to interpret the configuration "NNV"® that appears in such
sentences as "subject-object-verb." The mean number of errors of this type
appears in Table 3 under the heading "SOV" configuration, and we note that any
difference between good and poor readers fails to reach significance. The
remaining errors failed to follow any particular pattern. The mean number of
such "other" errors is also given in Table 3. Here also, good and poor
readers did not differ significantly (p > ,05).

DISCUSSION

Our review of the literature on language-related problems in poor readers
led us to conclude that these children tend to perform at a disadvantage on
many tasks that require temporary retention of verbal material, including
repetition of spoken sentences. We have presented evidence that the working
memory problems of poor readers, including their sentence repetition difficul-
ties, are traceable to their failure to make effective use of phonetic
representation. The present study explored the prediction that ineffective
phonetic representation will also give rise to comprehension difficulties
whenever language processing stresses working memory. The study employed an
extensive set of relative clause constructions to assess the suggestion
(Byrne, 1981a, 1981b; Satz et al., 1978) that reading-disabled children are
less proficient than children who are good readers in comprehension of certain
spoken sentence constructions that are mastered comparatively late. We chose
this set of constructions for two reasons. First, we wished to control for
sentence length and vocabulary as we ascertained whether good and poor readers
could make equal use of word order and phonological structure as cues to
sentence meaning. Second, we were aware of regularities in young children's
errors in acting out relative-clause constructions, and of interpretations in
the literature regarding the emerging syntactic competence that these errors
reflect. Given that we found poor readers' comprehension of relative clause
constructions to be less accurate than that of good readers, we could then
attempt to clarify the precise reasons for the differences.

In an earlier study, we had tested the same groups of third-grade
children on two tests of comprehension, the Token Test and a picture-
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verification test involving sentences with reflexive pronouns. The poor
readers performed significantly worse on the more difficult items from the
Token Test, which tend to stress working memory, but the test of comprehension
of reflexive pronouns did not differentiate the groups, possibly because the
use of pictorial cues in the latter test considerably reduces the demands on
working memory. Because the Token Test results did support our expectations,
it seemed worthwhile to take another approach to the assessment of sentence
comprehension in these children.

The present study of relative-clause constructions assessed good and poor
readers' ability to repeat test sentences, and it further compared their
comprehension of the same sentence structures, noting both the quantity and
nature of the errors that occurred in acting out sentence content. Our
primary interest was to discover whether the comprehension difficulties of the
poor readers may be regarded as a manifestation of problems with using
phonetic representation to store the words of a sentence in some temporary
working memory. Alternatively, the difficulties could imply an inability to
analyze certain kinds of syntactic structures.

In regard to the test of sentence repetition, the results of this study
are in agreement with our previous research (Mann et al., 1980), in finding
good and poor readers were distinguished in the number of errors made on
immediate recall but not in the types of errors. The poor readers, then,
appear to have had a less effective means of retaining the words of sentences
in working memory. The particulars of sentence structure turned out to have
little effect on the number of errors made in repetition: Whether the
relative clause modified the subject or object of the matrix clause, or
whether the relativized noun phrase was the subject or object of the relative
clause, did not systematically influence the accuracy of children's perfor=-
mance, Moreover, these variations did not affect the magnitude of the
difference between the performance of good and poor readers. The poor readers
were simply worse in general. This accords well with the view that phonetic
memory limitation is an important factor governing difficulty of sentence
repetition in poor readers.

Most importantly, the present test of comprehension successfully differ-
entiated between good and poor readers. Poor readers made more errors than
good readers, not only in repeating the words of the test sentences, but also
in acting out the meaning of these same sentences. In the case of comprehen-
sion, however, the type of sentence structure significantly influenced the
accuracy of performance: Sentences with subject-relative clauses in which the
relativized noun phrase also serves as the subject (SS) proved the easiest
structure both for good and poor readers, whereas the remaining three sentence
types (SO, 0S and 00) were equally difficult., Yet for present purposes, the
important point is that the relative difficulty of the different types of test
sentences was the same for gooa and poor readers. Thus, while the poor
readers made consistently more mistakes than the good readers in their acting
out of these sentences, they did so to an equal extent on all four of the
constructions. Both in repetition and in comprehension, then, the good and
poor readers differed in the number of errors made but they failed to differ
in susceptibility to variations in syntactic structure. This we regard as a
ma jor outcome of the experiment.
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As to the question we raised concerning the basis of the comprehension
differences between the good and poor readers, such an across-the-board
decrement as we have observed on the part of poor readers is as one would
expect, given the assumption that their phonetic representations of the words
of the sentence are less effective than those of good readers. In interpret-
ing these findings, we should stress that the good readers' and poor readers’
performance was affected by the experimental variables in the same way. We
can probably assume, therefore, that they employ much the same sentence
processing strategies, although the extent of their reliance on a given
strategy may differ. What, then, accounts for the overall inferior perfor-
mance of the poor readers? Given the moderate correlation between sentence
repetition performance and sentence comprehension, and our previous demonstra-
tion of the importance of phonetic representation in poor readers' sentence
repetition (Mann et al., 1980), we can assume that effectiveness of phonetic
representation is certainly one factor behind the comprehension differences of
good and poor readers, But, as we anticipated both in the introductory
section of this paper and elsewhere (Liberman, Liberman, Mattingly, &
Shankweiler, 1980; Mann & Liberman, in press), it is not necessarily the only
factor. We might explain preferences for strategies based on the minimum-
distance principle by reference to limitations of working memory, but limited
memory capacity cannot be invoked to account for every aspect of the error
pattern on the comprehension test. Indeed, the frequent adherence of children
in both groups to a conjoined-clause analysis, which requires assimilation of
words from well-separated portions of the sentence, does not readily lend
itself to a memory interpretation.

The occurrence of both kinds of errors, those reflecting use of the
minimum-distance principle, and those reflecting a conjoined-clause analysis,
has been well documented among normal young children (Chomsky, 1969; Smith,
1974; Tavakolian, 1981), and their occurrence among poor readers fits well
with the hypothesis that children who enccunter reading difficulties may
exhibit a maturational lag in language abilities (Byrne, 1981a, 1981b; Satz et
al.,, 1978). This hypothesis receives support from a study by Byrne (1981a)
that we find particularly relevant, since it involved an assessment of good
and poor readers' comprehension of relative clause constructions like 3a and
3b:

3a. The bird that the rat is eating is blue.
3b. The bird that the worm is eating is yellow.

Byrne reports that when children are asked to decide which of two pictures
correctly depicts the meaning of a sentence, poor readers perform as well as
good readers on "semantically reversible™ sentences like 3a, but do less well
on "implausible" sentences like 3b, Thus it would seem that poor readers
place a greater reliance on extra-linguistic cues than do good readers. In a
discussion of this and another finding involving poor readers' difficulty with
sentences such as "John is easy to please," Byrne (1981a) concludes that a
deficient use of phonetic memory coding is not the factor responsible for poor
readers' sentence comprehension difficulties, In his view:

A better characterization is one that places poor readers further
down on the linguistic development scale, relatively dependent upon
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strategies acquired in early 1language mastery...upon heuristic
devices, including knowledge of what is wusual in the world,
(p. 210)

We agree with Byrne that the notion of maturational lag may be an apt way
of conceptualizing the problem in many cases of early reading disavility, and
we have adopted this viewpoint in our studies of linguistic awareness and its
relation to reading (Liberman et al., 1980; Mann & Liberman, in press).
However, though it is true, as we noted, that working memory problems do not
account for all of poor readers' errors in sentence processing, we cannot
accept Byrne's conclusion that deficiencies in use of a phonetic memory code
are not relevant to the sentence comprehension difficulties of poor readers.
Our research leads us to believe that one of the factors underlying the
dependency of poor readers (and, perhaps, of young children in general) on an
immature grammar and world-knowledge heuristics is that their phonetic repre-
sentation of the words of a lengthy sentence is often insufficient to support
full recovery of syntactic structure. The successful language learner must
somehow assess large portions of the phonetic structure of the utterance at
hand, and rely on word order and certain phonological features to establish
the correct syntactic structure and thus the correct meaning of the utterance,
It is for this purpose, we suspect, that phonetic representation in working
memory exists in the first place. Thus a deficient capacity to form phonetic
representations may limit the development of syntactic competence. In 1light
of these considerations, we are led to speculate further that ineffective
phonetic representation may serve to retard the tempo of syntactic development
among children who are poor readers. Although we do not wish to exclude
prematurely the possibility that poor readers may also have a specific
syntactic deficiency, we find nothing in the data that would specifically
indicate such a deficiency. Rather, we would note that the language tasks
that best distinguish good and poor readers are most often precisely those
that place special demands on phonetic representation.

REFERENCES

Bever, T. G. (1970). The cognitive basis for 1linguistic structures. In
J. R, Hayes (Ed.), Cognition and the development of language. New York:
Wiley,

Blumstein, S., Goodglass, H., Statlender, S,, & Biber, C, (1983).
Comprehension strategies determining reference in aphasia: A study of
reflexivization., Brain and Language, 18, 115-127,

Brady, S., Shankweiler, D,, & Mann, V. A. (1983). Speech perception and
memory coding in relation to reading ability. Journal of Experimental
Child Psychology, 35, 345-367.

Brown, H, D, (1971). Children's comprehension of relativized English sen-
tences. Child Develaopment, 42, 1923-1926,

Byrne, B. (1981a). Deficient syntactic control in poor readers: 1Is a weak
phonetic memory code responsible? Applied Psycholinguistiecs, 2, 201-212.

Byrne, B. (1981b). Reading disability, linguistic access and short-term
memory: Comments prompted by Jorm's review of developmental dyslexia.
Australian Journal of Psychology, 33, 83-95.

Byrne, B., & Shea, P, (1979). Semantic and phonetic memory codes in
beginning readers. Memory & Cognition, 7, 333-338.




Mann et al.: Sentence Comprehension and Repetition

Chomsky, C. (1969). The acquisition of syntax in children from five to ten.
Cambridge, MA: MIT Press.

De Renzi, E., & Faglioni, P, (1978), Normative data and screening power of a
shortened version of the Token Test. Cortex, 14, 41-49,

De Renzi, E., & Vignolo, L. A, (1962)., The Token Test: A sensitive test to
detect receptive disturbances in aphasia. Brain, 85, 665-678,

deVilliers, J. G,, Tager-Flusberg, H. B., Hakuta, K., & Cohen, M. (1979).
Children's comprehension of relative clauses, Journal of
Psycholinguistic Research, 8, 499-518.

Dunn, L. M. (1965). Peabody picture vocabulary test. Circle Pines, MN:
American Guidance Service.

Hieronymus, A, N,, & Lindquist, E, F, (1978). 1Iowa Test of Basic Skills.
Boston: Houghton Mifflin Co.

Katz, R. B, (1982), Phonological deficiencies in children with reading
disability: Evidence from an object-naming task. Unpublished doctoral
dissertation, University of Connecticut.

Katz, R. B., Shankweiler, D., & Liberman, I. Y. (1981)., Memory for item
order and phonetic recoding in the beginning reader. Journal of
Experimental Child Psychology, 32, 474-u84,

Liberman, A. M,, Mattingly, I. G., Turvey, M. T. (1972). Language codes and
memory codes, In A, W. Melton & E. Martin (Eds.), Coding processes and
human memory. Washington, D.C.: Winston and Sons.

Liberman, I., Liberman, A. M., Mattingly, I., & Shankweiler, D, (1980).
Orthography and the beginning reader. In J. F. Kavanagh & R. L. Venezky
(Eds.), Orthography, reading, and dyslexia. Baltimore, MD: University
Park Press.

Liberman, I. Y., Mann, V., A,, Shankweiler, D., & Werfelman, M. (1982).
Children's memory for recurring linguistic and non-linguistic material on
relation ability. Cortex, 18, 367-375,

Liberman, I. Y,, Shankweiler, D,, Liberman, A. M,, Fowler, C., & Fischer,
F. W. (1977). Phonetic segmentation and recoding in the beginning
reader. In A, S, Reber & D, L, Scarborough (Eds.), Toward a psychology
of reading: The proceedings of the CUNY Conferences. Hillsdale, NJ:
Erlbaum,

Mann, V., A., & Liberman, I, Y. (in press). Phonological awareness and verbal
short-term memory: Can they presage early reading problems. Journal of
Learning Disabilities.

Mann, V, A., Liberman, I. Y., & Shankweiler, D. (1980). Children's memory
for sentences and word strings in relation to reading ability. Memory &
Cognition, 8, 329-33S.

Orgass, B., & Poeck, K. (1966), Clinical validation of a new test of
aphasia: An experimental study on the Token Test. Cortex, 2, 222-243,

Perfetti, C. A,, & Goldman, S. (1976). Discourse memory and reading compre-
hension skill. Journal of Verbal Learning and Verbal Behavior, 14, 33-
42,

Poeck, K., Orgass, B., Kerschensteiner, M., & Hartje, W, (1974). A qualita-
tive study of Token Test performance in aphasic and non-aphasic brain-
damaged patients. Neuropsychologia, 49-54,

Rosenbaum, P, S. (1967)., The grammar of English predicate constructions.
Cambridge, MA: MIT Press.

Satz, P, Taylor, H. G., Friel, J., & Fletcher, J. (1978). Some developmen-
tal and predictive precursors of reading disabilities: A six year

16




Mann et al.: Sentence Comprehension and Repetition

follow-up. In A. L. Benton & D. Pearl (Eds.), Dyslexia: An appraisal of

current knowledge. New York: Oxford University Press.

Shankweiler, D., Liberman, I. Y,, Mark, L, M,, Fowler, C, A., & Fischer, F. W.
(1979). The speech code and learning to read. Journal of Experimental
Psychology: Human Learning and Memory, 5, 531-545,

Sheldon, A. (1974), The role of parallel function in the acquisition of
relative clauses in English. Journal of Verbal Learning and Verbal
Behavior, 13, 272-281,

Smith, M. (1974), Relative clause formation between 29-36 months: A
preliminary report. In Papers and Reports on Child Language Development
(Vol. 8, pp. 104-110). Committee on Linguistics, Stanford University.

Tavakolian, S. L. (1981), The conjoined-clause analysis of relative clauses.
In S. L. Tavakolian (Ed.), Language acquisition and linguistic theory.
Cambridge, MA: MIT Press.

Weinstein, R., & Rabinovitch, M. S. (1971)., Sentence structure and retention
in good and poor readers. Journal of Educational Psychology, 62, 25-30.

Wiig, E. H., & Roach, M. A, (1975). Immediate recall of semantically varied

sentences by learning disabled readers. Perceptual and Motor Skills, 40,

119-125.




PHONETIC CODING AND ORDER MEMORY IN RELATION TO READING PROFICIENCY: A
COMPARISON OF SHORT-TERM MEMORY FOR TEMPORAL AND SPATIAL ORDER INFORMATION®

Robert B. Katz+, Alice F. Healy,++ and Donald Shankweiler+

Abstract. Since children with reading disability are known to have
problems using a phonetic memory strategy, it was expected that
their recall of order would be inferior to that of good readers in
situations where a phonetic strategy is optimal, that is, when
temporal order recall, but not necessarily spatial order recall, is
required. On separate tests for retention of temporal sequence and
spatial location, the good readers were better than the poor readers
on the temporal order task as expected, but contrary to expectation,
they maintained their superiority on the spatial task as well.
Nevertheless, differences in the error patterns of the good and the
poor readers are supportive of earlier evidence that 1links poor
readers' short-term memory deficiencies to reduced effectiveness of
phonetic representation.

Indications in the research literature suggest that reading problems in
young children tend to be associated with poor memory for the order of items
in a series (Bakker, 1972; Benton, 1975; Corkin, 1974; Mason, Katz, &
Wicklund, 1975; Noelker & Schumsky, 1973; Stanley, Kaplan, & Poole, 1975).
Shankweiler, Liberman, Mark, Fowler, and Fischer (1979) have supposed that
difficulties with order recall may reflect a deficiency in the working memory
system that supports comprehension of sentences both in speech and in reading.
It has been argued that the working memory system used in processing connected
discourse relies on phonetic coding for its operation (Liberman, Mattingly, &
Turvey, 1972), and moreover, that the retention of item order is facilitated
by the use of a phonetic memory strategy (Baddeley, 1978; Crowder, 1978). One
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of the mechanisms responsible for this facilitating effect of phonetic coding
may be the rehearsal loop proposed by Baddeley (1979)., Since it has been
shown that poor beginning readers tend to depend less on phonetic coding than
good readers on some laboratory memory tasks (Byrne & Shea, 1979; Liberman,
Shankweiler, Liberman, Fowler, & Fischer, 1977; Mann, Liberman, & Shankweiler,
1980; Mark, Shankweiler, Liberman, & Fowler, 1977; Shankweiler et al., 1979),
we may ask whether poor readers' difficulties in remembering order may be
attributed to their failure to make appropriate use of phonetic codes in
working memory.

If retention of order is indeed dependent on the use of phonetic codes,
we might expect matched groups of good and poor beginning readers to differ in
memory for item order only when the items to be remembered can easily be
named, thereby allowing them to be held in phonetically-based working memory.
When the items to be held in memory cannot easily be named, there is no clear
basis for exp-cting good and poor beginning readers to differ. A recent study
by Katz, Shankweiler, and Liberman (1981) supports this possibility, finding
good and poor beginning readers not significantly different in their ability
to reproduce the order of an array of figures that are difficult to label
(Kimura's, 1963, nonsense drawings)., When these subjects were tested for
retention of the order of line drawings of common objects, however, the poor
readers were Jeficient. Thus, it is clear that the poor readers' difficulty
with memory for order applied specifically to remembering the order of items
that could easily be coded linguistically and held in phonetic working memory.
Comparable results were obtained by Holmes and McKeever (1979) in tests of
memory for the order of photographed faces and printed words with adolescent
good and poor readers. Neither study, however, provided direct evidence of
the memory strategy the subjects actually used. Although it has been assumed
that the subjects retained the easily named items by using phonetic codes,
other aspects of the stimuli could have been used, e.g., semantic aspects or
visual imagery. Moreover, ordering items with readily available names by
memory has been found to be easier than ordering items that are difficult to
name (Katz et al., 1981), making a direct comparison of the ¢tvo tasks
difficult. It is therefore important to address the question raise? o, Katz
et al. by means of an experimental paradigm that avoids these di¥f+<:ulties,
but in which, as before, the level of success in retaining item order could be
expected to depend on the use of phonetic coding. Such a paradigm has been
used by Healy (1975, 1977) for testing memory for order.

Healy (1975, 1977) has shown that two aspects of memory for order can
usefully be distinguished: memory for temporal sequence and memory for
spatial location. In most situations outside the laboratory, the two aspects
of order memory are confounded, since they vary simultaneously. Healy has
devised a technique for experimentally dissociating temporal and spatial order
in a way that also allows us to infer the coding strategy used in the
retention of each. (see Berch, 1979, for a discussion of this and related
techniques.) Moreover, to the point of our present interest, her work with
adult subjects has shown that memory for temporal sequence ordinarily depends
strongly on the use of phonetic coding whereas retention of spatial location
does not. Instead, spatial order recall depends on the retention of the
temporal-spatial pattern of the stimulus display ('=aly, 1975, 1977, 1978,
1982).
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If by using this method we were able to dissociate the two aspects of
order memory in children, we should be well placed to infer the memory
strategies actually adopted by good and poor readers and to compare directly
the strategies favored by each group. Thus, we would be in a position to
pinpoint more definitely than heretofore the poor readers' difficulty in
retaining each type of order information by showing whether it is tied to the
use of phonetic coding.

The technique used by Healy (1975, 1977) involves Successive visual
presentations of a set of stimulus items whose order is to be remembered. On
each trial, the same set of items, which is known to the subjects beforehand,
is always used. Therefore, there is essentially no requirement for remember-
ing the items themselves, but only their order of presentation. In the
temporal order recall condition, the spatial order of the items is kept
constant, whereas in the spatial order recall condition, temporal order does
not vary. By using conditions that are completely parallel, this methodology
separately assesses the two aspects of order memory in a comparable manner.
Inasmuch as the original technique had been designed for adult subjects, it
was necessary to modify it to make it suitable for use with children. The
memory load on each trial was reduced from four to three items and the rate of
stimulus presentation was slowed. These changes were introduced in order to
ensure that the least successful subjects would perform above chance, allowing
us to assess their preferred memory strategy.

We expected to find evidence that the good readers would use a phonetic
strategy more than the poor readers in those situations where phonetic coding
is feasible. Furthermore, we expected the good readers' memory for order to
be better than that of the poor readers whenever a phonetic strategy is
optimal for the task. It would follow, then, that the good readers should
have an advantage over the poor readers in recall of temporal order.
Moreover, it ought to be possible to demonstrate greater use of phonetic
coding by the good readers than by the poor readers when temporal order recall
is tested. Possibly, the poor readers would prefer to use an alternative
memory strategy, such as temporal-spatial pattern coding, on this task. (See
Healy, 1975, for evidence that adult subjects use this strategy when phonetic
coding is hampered.) For spatial order recall, on the other hand, we had no
clear basis for expecting performance to vary with reading ability, because
Healy has shown that phonetic coding is not the preferred strategy when this
aspect of orde:r memory is tested. On this task, we expected to find evidence
that all subjects retained the temporal-spatial pattern of the stimulus
display.

Method
Task

Both the Temporal Order and the Spatial Order Recall conditions required
successive presentations of items. A trial consisted of a presentation of
three letters followed by a list of digits, to be used as a distractor task.
In the Temporal Order Recall condition, the subjects retained the temporal
sequence of the three letters; the spatial locations of the letters, known to
the subjects in advance, were kept constant. Likewise, in the Spatial Order
Recall condition, the subjects retained the spatial locations of the letters;
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the subjects were aware of the constant temporal letter sequence. During the
presentation of the digits, the subjects were required to perform one of two
distractor tasks. In the Digit Name task, they read the names of the digits
aloud; in the Digit Position task, the subjects indicated each digit's spatial
location by raising their fingers.

Subjects

The subjects were selected from four second-grade classes in the East
Hartford, Connecticut, public school system. The children were of middle-
class socioeconomic status and attended a neighborhood school. Candidates for
the poor reader group were selected for screening if they were so designated
by their teachers or if they scored below grade level on either the vocabulary
or comprehension subtest of the Gates-MacGinitie Reading Tests (1978), which
had been administered in the eighth and ninth months of the second grade.
Candidates for the good reader group either received a superior evaluation or
scored more than one year above grade level on one of the subtests.

The subjects selected for screening were administered the Peabody Picture
Vocabulary Test (Dunn, 1959) and the word identification and word attack
subtests of the Woodcock Reading Mastery Tests (Woodcock, 1973) in the ninth
month of the school year. The subjects with extreme IQ scores (below 90 or
above 135) were ineligible for further testing. The final good reader group
consisted of the 16 subjects (8 females, 8 males) who attained the highest
combined raw scores on the two Woodcock subtests, whereas the poor reader
group included the 16 subjects (9 females, 7 males) with the lowest combined
scores. All of the poor readers were achieving below local norms, and all of
them lagged substantially behind their peers. The good readers had a mean age
of 7 years, 11 months compared with the poor readers' mean age of 8 years,
£(30) = 0.3, p > .5 (two-tailed). The good readers had a mean IQ of 109.1,
whereas the poor readers had a mean IQ of 102.2, t(30) = 2,1, p = .044 (two-
tailed). The mean combined raw score on the Woodcock was 144.4 for the good
readers (range: 134 to 161) and 80.3 for the poor readers (range: 64 to
104), £(30) = 18,3, p < .001 (two-tailed).

Stimuli and Apparatus

A memory drum was used for presentation of the stimuli, which were typed
onto a paper tape. The stimuli were successively presented in the display
window of the memory drum. The duration of each display was 1/2 sec and the
interdisplay interval was 1/2 sec.

Four different 24-trial sequences were devised. A trial consisted of a
3-letter stimulus followed by a retention interval of 3 or 12 intervening
digits. The 1letters and digits were presented successively, each in a
different one of three spatial positions that formed a horizontal array. The
remaining two positions were occupied by dashes.

The letters presented were permutations of the set F, P, and V typed in
capitals., These letters were chosen because F and P are visually, but not
phonetically, confusable, whereas P and V have phonetically confusable names,
but are not visually confusable. For the two sequences in the Temporal Order
Recall condition, each of the six permutations of the three letters appeared
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twice at each of the two retention intervals as the temporal order of the
letters, the spatial order being held constant over all 24 trials. In one of
the sequences, the constant spatial order was FPV; in the other, it was VPF,
For the Spatial Order Recall condition, each permutation occurred twice at
each retention interval as the spatial order of the letters, while the
temporal order was held constant. In one of the sequences, the constant
temporal order was FPV, and in the other, it was VPF., For example, in the
Temporal Order Recall condition when the constant spatial order was FPV, F
would always be presented in the left position of the memory drum display, P
in the middle, and V in the right position. Only the temporal order of the
letters would vary, Likewise, in the Spatial Order Recall condition when the
constant temporal order was FPV, F was always shown first, followed by P, then
V. Only the spatial order of the letters varied across trials, Within a
sequence, the presentation order of the trials was random with these three
constraints: Each of the six permutations of the three letters must appear
twice in every block of 12 +trials, once at each of the two retention
intervals; in every subset of six trials each retention interval must occur
three times; a given permutation must not appear on two successive trials.

The intervening digits were selected from the set: 4, 6, 8, Selection
was random with the constraints that no digit occur on two successive displays
and that each digit occur equally often in every group of 15 digits. By using
a mapping of the three digits to the three spatial positions, the digits that
were selected for the retention intervals of the first 12 trials determined
the positions, in reverse order, of the digits in the final 12 trials; the
digits of the final 12 trials determined the positions in reverse order of the
digits of the first 12 trials. A practice sequence of 15 digits was devised
by the same method.

Response cards were prepared by typing the three letters F, P, and V in
the center of white, 3 x 5-inch cards, one letter per card.

Procedure

The subjects were tested individually in two 20-min sessions. Each
session was devoted to one recall condition. The order of the two conditions
was counterbalanced so that half the members of each reading group participat-
ed in the Temporal Order Recall condition in the first session and in Spatial
Order Recall in the second. The order of the conditions was reversed for the
other subjects. Half the members of each group were tested on the sequence in
which the constant temporal order was FPV and the sequence in which the
constant spatial order was FPV, The remaining subjects were tested on the two
sequences in which the constant order was VPF.

At the beginning of each session, the subjects were informed of the
condition in which they were participating and the task was explained. For
the Temporal Order Recall condition, the subjects were told the constant
spatial order. Thus, the subjects had to remember only the temporal order,
since they were aware of the stimulus items and their spatial locations. For
the Spatial Order Recall condition, the subjects were told the constant
temporal order and had to remember only the spatial order. As letters were
displayed, the subjects read them aloud. As digits were presented, the
subjects were required to perform one of two interpolated tasks for the first
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12-trial block and the other task for the final 12-trial block. In the Digit
Name task, the subjects read the digits aloud as they appeared. In the Digit
Position task, the subjects raised their fingers as digits appeared, with the
number of fingers raised indicating the spatial location of the presented
digit. When the digit appeared in the left position, one finger was raised;
two were raised for the middle position; either three or five fingers were
] raised for the right position, depending on which was more comfortable for the
individual subject. The order of the distractor tasks was the same for each
subject within both sessions, but was counterbalanced within reading groups.
Before each block of 12 trials, the subjects were given practice on the
appropriate distractor task using the practice sequences. During these
trials, the presentation rate of the digits was manually controlled by the
experimenter so that 1t could be increased as the subjects became more
proficient at the task.

The end of a trial was signaled by the appearance of three dashes in the
memory drum display window. The subjects in the Spatial Order Recall
condition then attempted to reproduce the spatial order of the letters as seen
in that trial by arranging the response cards into a horizontal array. The
subjects in the Temporal Order Recall condition arranged the cards into a
vertical array such that the top card had typed on it the letter first seen
and the bottom card depicted the letter last seen.

RESULTS

The number of stimulus items incorrectly ordered by each subject for each
condition was tallied. An item was considered incorrect if it was not placed
in the serial position that corresponded to its position in the memory drum
display. For the Temporal Order Recall condition, the serial positions refer
to the temporal sequence of the items from first seen to last seen. For the
) Spatial Order Recall condition, the serial positions correspond to the spatial
# locations from left to right. Preliminary to examining the experimental

: predictions, we tested whether there were sex differences associated with
order memory. For this test, the total number of errors was calculated for
e each child. These data were subjected to an analysis of variance (unweighted
means analysis) with two between-groups measures (sex of child and reading
ability). The results indicated that reading ability was a significant factor
in order memory, F(1,28) = 8.9, p = ,006, whereas sex was not, F < 1, The
interaction of resding ability and sex was nonsignificant, F(1,28) = 1.2,
p > .05. Since sex differences were not found, this factor was not included
in the principal analyses of the data.

Subsequently, the data were subjected to an analysis of variance with one
between-groups measure (reading ability) and four within-groups measures
(recall type, distractor type, retention interval, and serial position).
Significant effects involving the serial position factor were verified using a
procedure by Box (1954)., This procedure insured that the obtained effects
were not artifacts of inhomogeneous variances and covariances. The full data
set, converted to percentages, is presented in Table 1. Each percentage is
based on a maximum of six errors per subject. A summary of the results of the
analysis of variance is presented in Table 2 under the column labeled Absolute
Errors.
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Table 1
Percentages of Incorrect Placements

3 (Standard Deviations are Shown in Parentheses)

3 Digits 12 Digits
Good Readers Pos 1 Pos 2 Pos 3 Pos 1 Pos 2 Pos 3
Temporal Order Recall
Digit Name 20 34 32 40 41 39
(20) (1) (18) (18) (23) (21)
Digit Position 19 30 29 29 33 34
(15) (21) (20) (21) (19) (16)
Spatial Order Recall
Digit Name 43 48 48 43 4y 43
an (18) (18) (29) (28) (26)
Digit Position 49 52 53 53 50 49
(23) (25) (20) (23) (20) (26)
Poor Readers
Temporal Order Recall
‘ Digit Name N 43 38 36 48 51
:; (22) 27 (24) (20) (20) (19)
Digit Position 30 38 40 39 54 52
3 (21) an (19) (20) (22) (14)
Spatial Order Recall
Digit Name 46 54 55 56 48 54
(24) (20) (26) (20) (23) (16)

Digit Position 52 51 59 59 68 60
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Table 2
i Summary of Analyses of Variance
Y Conditional Conditional
Absolute Phonetic Visual
Errors Errors Errors
Factor df F F F
3 Reading 1,30 8. 3ns 4.0 1.0
{ Recall 1,30 31,7888 0.5 2.3
! Distractor 1,30 1.3 1.9 0.
-
Retention Interval 1,30 6.1% 0.7 0.
Serial Position 2,60 12,98 0.1 1.3
Reading x Recall 1,30 0.2 1.1 2.7
Reading x Distractor 1,30 0.6 1.0 19 yuen
Reading x Retention Interval 1,30 0.9 0.1 3.3
Reading x Serial Position 2,60 0.9 0.7 0.7
Recall x Distractor 1,30 y e 0.2 0.2
Recall x Retention Interval 1,30 3.2 T. 4% 6,0%
Recall x Serial Position 2,60 7.3%# 1.1 0.8
Distractor x Retention 1,30 0.4 1.4 1.6
Interval
Distractor x Serial Position 2,60 0. 1.3 0.2
Retention Interval x Serial 2,60 1.3 1,2 0.1
Position
Recall x Retention Interval 2,60 0.6 1.5 4.6%
x Serial Positiona
IE < ,05b
#ep < .01
"8y < ,001

3011 other three-way interactions and all higher-order interactions were
nonsignificant,

bConsidering the number of factors involved in these analyses, it is conceiv-
able that the true risk of a Type I error is greater than .05,
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Good vs. Poor Readers

The expectation of an interaction between reading ability and recall type
was based on past evidence of good and poor readers' differential proficiency
for using phonetic codes. Temporal order recall has been found to depend
usually on the retention of phonetic memory codes, with which poor readers are
known to be deficient., Thus, the good readers should perform better than the
poor readers on temporal order recall. No such expectation can be made for
spatial order recall, however. Since retention of spatial order has not been
shown to depend on phonetic coding, the performances of the good and poor
readers were not expected to differ.

The percentage of incorrect placements on the two recall tasks by each
reading group is shown in Table 3, It is clear that the good readers made
fewer errors than the poor readers in both conditions. The analysis of
variance indicated that the good readers' performance was significantly better
than that of the poor readers. To control for IQ differences between the
members of the two reading groups, an analysis of covariance was conducted
using IQ as the covariate. (See Crowder, in press, for a discussion of the
rationale for this procedure.) With IQ controlled, the two reading groups were
again distinguished, F(1,29) = 11,8, p = .002. The superiority of the good
readers' order memory extended both to temporal order recall and to spatial
order recall; the interaction between reading ability and recall type did not
approach significance.

Table 3

Error Percentages for Each Reading Group by Recall Condition

Recall Condition

Reading Ability Temporal Order Spatial Order
Good Readers 32 48
Poor Readers 42 55

Thus, the anticipated interaction between type of recall task and reading
ability did not occur. It is important to ask, therefore, whether this
outcome may nevertheless reflect a tendency for the good and poor readers to
use different coding strategies. An examination of confusion errors was
carried out in order to investigate this possibility. As in the previous
studies with adults (e.g., Healy, 1982), we examined the relative percentages
with which phonetic confusions and visual confusions occurred (i.e., the
conditional percentages of each type of confusion error given that an error
was made), rather than the absolute percentages of confusion errors. We took
as evidence for phonetic coding an indication that the conditional percentages
of phonetic confusion errors were greater than would be expected on the basis
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Table 4
Conditional Percentage of Phonetic Errors (Standard Deviations are Shown in
Parentheses)
3 Digits 12 Digits
Good Readers Pos 1 Pos 2 Pos 3 Pos 1 Pos 2 Pos 3
S
Temporal Order Recall
Digit Name 48 51 60 30 33 51
3 . (31 (42) (35) (26) (23) (31)
: Digit Position 47 48 37 8 33 3
(36) (32) (37 (39) (33 (42)
Spatial Order Recall
Digit Name 38 45 34 40 40 57
(31 27 (28) (28) (32) (33)
Digit Position 24 32 30 36 36 4y
(24) (24) (24) 27) (32) (30)
Poor Readers
Temporal Order Recall
Digit Name 22 42 4y 35 48 25
(36) (28) (31) (41) (21) (19)
Digit Position 33 27 33 29 35 28
(33) (28) (35) (30) (24) (26)
Spatial Order Recall
Digit Name 35 30 24 31 36 38
(39) (32) (19) (25) (34) (29)
Digit Position 38 41 30 29 42 37

(33) (28) (23) (20)  (27) (28)




Katz et al,: Phonetic Coding and Order Memory

of chance alone. The conditional percentage of phonetic errors was found by
determining the ratio of the number of confusions of the letters P and V to
the total number of errors for each subject for each condition. The full set
of conditional percentages is shown in Table U, The mean conditional
percentage of phonetic errors for each recall type is shown in the left half
of Table 5. Although the good readers made fewer errors than the poor readers
overall (see Table 3), when they made an error, it can be seen that the good
readers were more likely than the poor readers to confuse the phonetically
similar letters. The mean conditional percentage expected by chance alone is
33%, since there were three possible types of confusions=--F with P, F with V,
and P with Ve---only one of which was a phonetic confusion. The mean
conditional percentage of phonetic confusion errors tended to be greater than
the chance level for the good readers on temporal order recall, t(15) = 2.2,
p < .05 (two-tailed), but not on spatial order recall, t(15) = 2.0, p = .07
(two-tailed). In contrast, for the poor readers, the conditional percentages
were essentially equal to the chance level, 0 < t < 1 in both cases.

Table 5
Mean Conditional Percentage of Phonetic (P-V) Errors and Visual

(P=F) Errors Given that an Error was Made for Each Reading Group

Phonetic Errors Visual Errors
Reading Ability Temp. Spat. Avg. Temp. Spat. Avg.
Good Readers 43 38 40 28 36 32
Poor Readers 33 34 34 36 35 36

The phonetic error data were subjected to an analysis of variance with
one between-groups measure (reading ability) and four within-groups measures
(recall type, distractor type, retention interval, and serial position). The
results of this analysis are summarized in Table 2 under the heading
Conditional Phonetic Errors, This analysis indicated that the main effect of
reading ability was marginally significant. With IQ controlled in an analysis
of covariance, the reading groups were distinguished, F(1,29) = 4.8, p = .038.
When an error was made, it was more likely to be a phonetic error for the good
readers than for the poor readers on both temporal order recall and spatial
order recall, as the interaction between reading ability and recall type was
not significant. Thus, it would seem that on both tasks the good readers,
more often than the poor readers, were coding in a phonetic manner.

Because of the constraints on proportions, we carried out an additional
analysis of the phonetic error data after subjecting them to an arcsine
transformation. This analysis fully corroborated the results of the initial
one: All effects that were significant in the analysis of untransformed
proportions remained significant; all other effects remained nonsignificant.
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Finding that the conditional percentage of phonetic confusions was as
large in spatial order recall as in temporal order recall is contrary to the
expectation generated by Healy's (1975, 1977) research with adult subjects.
Why phonetic coding was used in spatial order recall in this experiment might
have the following explanation: In Healy's experiments, four items were
presented at a rate of one per 400 ms. In contrast, we presented three
stimulus items at a rate of one per sec. It is 1likely that in modifying
Healy's paradigm for use with children, the presentation rate was kept slow
enough to permit the subjects to recode phonetically in the spatial order
recall condition as well as the temporal order recall condition. Apparently,
good readers were better able to take advantage of this opportunity. Good
readers, then, seem to adopt a phonetic memory strategy more often than poor
readers. Though contrary to our original expectation, this strategy was
apparently used for spatial order, as well as for temporal order, recall,

i To ascertain directly whether the poor readers made greater use than the
) good readers of a visual coding strategy based on the shapes of the stimulus
items, we computed the conditional percentage of visual errors (i.e,, confu-
sions of F and P) given that an error was made. The full set of conditional
percentages is shown in Table 6. The mean percentage for each recall type is
shown in the right half of Table 5. Again, the mean conditicnal percentage
expected by chance alone is 33%, since there were three possible types of
confusions, only one of which was a visual confusion. These mean percentages
did not significantly differ from chance for either the good readers or the
poor readers. An analysis of variance, analogous to that conducted on the
conditional percentages of phonetic errors, was performed on the conditional
percentages of visual errors and is summarized in Table 2 under the heading
Conditional Visual Errors. The procedure of Box (1954) was used to insure
that the triple interaction involving serial position was not an artifact of
inhomogeneity of variances and covariances. Again, applying an arcsine
transform to the data and redoing the analysis of variance did not change the
results,

The mean conditional percentage of visual errors did not differ with
reading ability. However, there was a highly significant interaction between
reading ability and distractor type. This interaction 1is evidence for
different coding strategies in the two reading groups. If a subject is
retaining visual codes, a high percentage of visual confusion errors would be
expected unless the distractor task disrupts the visual mode of processing

t+ through interference. In fact, for the poor readers the conditional percen-

tage of visual errors was large, and significantly different from chance,
N t(15) = 2,2, p < .05 (two-tailed), with the Digit Name distractor task that
. demanded phonetic processing (41%), but was reduced considerably, and was
o essentially at chance, t(15) = -1.2, p > .05 (two-tailed), with the Digit

Position distractor task that demanded the processing of spatial location
information (30%). This difference between the two distractor types proved
significant in a post hoc analysis using Fisher's protected t-test (Cohen &
Cohen, 1975), t(15) = 2.8, p = .013 (tWwo-tailed). (The protected t-test, also
known as the LSD test, is an ordinary t-test performed on group means that
significantly vary according to an overall F value, This test preserves the
power of the t-test, while efficiently protecting against an inflated Type I
error rate.) Thus, the pattern of visual errors for the poor readers suggests
that they do code the to-be-remembered letters in terms of their visual
features but that this coding is disrupted by the requirement to monitor the
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: Table 6
L Conditional Percentage of Visual Errors (Standard Deviations are Shown in
l Parentheses)
E 3 Digits 12 Digits
: Good Readers Pos 1 Pos 2 Pos 3 Pos 1 Pos 2 Pos 3
? Temporal Order Recall
| Digit Name 17 28 13 N 28 24

(18) (34) (22) (30) (23) (18)

Digit Position k0 31 28 23 L3 37
(32) (26) (35) (34) (39 (38)

T AT—

Spatial Order Recall

Digit Name 38 32 34 28 32 17
(24)y  (30)  (33) (26) (32) (22)

Digit Position 54 47 ug 4 32 3
(20) (30) (28) (29) (30) (32)

Poor Readers

Temporal Order Recall

Digit Name 36 37 35 48 45 48
(38) (300 (26) (3%) (33) (29)
Digit Position 40 25 19 24 34 37
(35) (24 (210 (35) (260 (18)

Spatial Order Recall

Digit Name 40 38 4o 54 N 38
(29) (30) (33 (29) (29) (22)
Digit Position 25 34 32 36 26 3N
(29) (26) 27) (24) (20) (23)
31




| '
Katz et al.: Phonetic Coding and Order Memory

spatial positions of the interpolated digits. In contrast, for the good
readers, the conditional percentage of visual errors was actually sraller with
the Digit Name task (27%) than with the Digit Position task (38%), protected
t(15) = -3,5, p = .004 (two-tailed). The error percentage on the Digit Name
task was significantly below chance, t(15) = -2,6, p < .02 (two-tailed),
whereas the percentage on the Digit Position task was essentially at chance,
t(15) = 1.5, p > .05 (two-tailed).

In summary, the good readers made a greater proportion of phonetic errors
than visual errors, but the poor readers actually showed a small difference in
the opposite direction. Moreover, for the poor readers, the proportion of
visual errors was particularly large when they were not forced to attend to
the spatial locations of the digits. These analyses of confusion errors
suggest that the good readers adopt consistently a phonetic coding strategy
whereas the poor readers at times code information about the visual properties
of the letters,

In addition to coding the forms of the individual letters, there is
another nonphonetic strategy that might be adopted as an aid to recall:
retention of the temporal-spatial pattern in which items were presented and
using the remembered pattern to reconstruct the order, The six patterns are
illustrated in Figure 1. The experiment was designed so that each pattern
occurred twice at each retention interval in each condition. On any given
trial, if the subject retains the pattern and the constant order, the to-be-
remembered order can be inferred. For example, in the Temporal Order Recall
condition, if the subject knows that the stimulus items were presented
according to pattern 2 and that the constant spatial order is FPV, then the
temporal order FVP can be determined, Likewise, in the Spatial Order Recall
condition, if the pattern and constant temporal order are Kknown, then the
spatial order can be reconstructed.

TEMPORAL POSITION

SPATIAL POSITION

Figure 1., Temporal-spatial patterns of 1letter presentations. The spatial
positions are shown horizontally and the temporal positions are
shown vertically. For example, in pattern number U4, the subject
first sees a letter in the second spatial position, then a letter
in the third position, and then a letter in the first position,
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Table 7

Error Percentages Committed on Each Temporal-Spatial Pattern as a Function of
Reading Ability, Recall Condition, and Distractor Type

F (Standard Deviations are Shown in Parentheses)

Pattern
T Good Readers 1 2 3 4 5 6

Temporal order recall
Digit Name 38 47 62 38 53 M
(41) (37) (33 (33) (33) (32)

Digit Position 19 50 47 4y 34 38
(24) (40) (37 (39) (34) (38)

Spatial order recall
Digit Name 28 72 66 53 72 59
(35) (30) (38) (33) (39) (36)

Digit Position 47 62 69 66 88 59
(37N (38) (35) (34) (22) (36)

Poor Readers

Temporal order recall
Digit Name 31 59 69 56 69  uu
(35) (40) (35) (30) (35) (35)

Digit Position 38 50 66 53 78 47
(33) (31) (34) (41) (30) (37)

Spatial order recall
Digit Name 44 75 78 72 66 72
(39) (3H (3%5) (30) (38) (35)

Digit Position 56 75 75 78 81 66
(30) (35) (31) (35) (24) (3%)
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To examine the extent to which pattern coding was used, we looked for a
consistent effect of pattern over the two recall conditions, which were
subdivided by distractor type. For each of these four blocks of trials, the
number of incorrect trials was tallied for each of the six patterns, scoring
each trial as either completely correct or as incorrect. Pattern scores were
obtained by averaging the number incorrect for each pattern over the subjects
in each reading group. The percentage of errors for each pattern is shown in
Table 7. Inspection of the table shows that a lower percentage of errors
occurred on the more regular patterns (such as patterns 1 and 6) than on the
others. Also, it can be seen that the consistency of these percentages over
the six patterns is, apparently, relatively large for the poor readers. To
discover whether this is a statistically significant trend, the six pattern
scores for each block of trials were correlated with the six scores in each of
the other blocks. The use of pattern coding in any two blocks of trials
should be reflected by a high correlation, since patterns that are difficult
to code should result in an increase in errors in each block, whereas patterns
that are easy to code will result in fewer errors. In previous research with
adults (Healy, 1975, 1977), high correlations were found between pattern
scores for spatial order recall conditions, implicating the use of pattern
coding, but low correlations were found between scores on temporal order
recall conditions. The Pearson Product-Moment correlations for each reading
group are listed in Table 8. The correlations for the good readers range from
.37 to .78. None is statistically significant, although all are positive,
The correlations for the poor readers range from .44 to .93, and two of these
are significant. Moreover, one of the significant correlations for the poor
readers reflects the relationship between pattern scores on the two temporal

Table 8

Pearson Product-Moment Correlations for Good and Poor Readers among Error
Scores on the Temporal-Spatial Patterns as a Function of Recall Type (Temporal
Order or Spatial Order) and Distractor Type (Digit Name or Digit Position)

Temp. Temp. Spat. Spat.
Good Readers Name Pos. Name Pos.
Temp.-Name - .39 .62 .57
Temp.-Pos. -— .78 .37
Spat.-Name -— .76
Spat.-Pos. —_——
Poor Readers
Temp.-Name - .89% .73 L93ne
Temp.-Pos. -— LUl .81
Spat .-Name -— .M
Spat.-Pos, -—

%p < .05 (two-tailed)
##p < .01 (two-tailed)
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order recall conditions. The significant correlations for the poor readers
suggest that they tended to use pattern coding for both temporal order recall
and spatial order recall whereas the good readers may not have adopted this
strategy.

The pattern correlations are particularly interesting because the poor
readers showed a great degree of regularity on this measure, despite the fact
that by several other measures their performance was less regular then that of
the good readers and more nearly random: The overall performance level of the
poor readers was lower than that of the good readers (see Table 3), and the
conditional percentages of phonetic confusion errors were closer to the chance
level for the poor readers than for the good readers (see Table 5).

Temporal Order vs. Spatial Order Recall

Whereas a comparison of the recall levels of good and poor readers was
the major aim of the present experiment, an ancillary goal was to attempt to
reproduce with children the effects previously found in tests of adults'
memory for order (Healy, 1975, 1977). The analysis of variance examining
incorrect placements indicated that the present experiment using children's
data did indeed reproduce several of the effects found by Healy (1975, 1977)
but failed to reproduce one. Examining the main effects, we note first a
significant effect for retention interval. Not surprisingly, performance
declined with the long interval of 12 digits compared with the short interval
of 3 digits. Second, serial position proved significant, as performance was
better on the first position than on either the second position, protected
t(31) = 4,5, p < .007 (two-tailed), or the third position, protected
£(31) = 4.5, p < .001 (two-tailed). Third, we found that performance on
temporal order recall was generally better than on spatial order recall.
Healy (1977), on the contrary, found that temporal order recall was superior
only with certain interpolated distractor tasks or at certain retention
intervals, Under some conditions, spatial order recall was as good as, or
better than, temporal order recall.

Turning to the interactions that were reproduced with child subjects, we
note a significant interaction between recall type and distractor type. As
shown in Table 9, for the Temporal Order Recal: condition, the Digit Name
distractor, a phonetic task, resulted in a nonsignificant decrement in
performance compared with the effect of the Digit Position distractor, a
spatial task, O < protected t < 1, This pattern of results differed in the
Spatial Order Recall condition where it was found that performance was worse
with the Digit Position distractor task, protected t(31) = 2,2, p < .04 (two-
tailed). Second, it may be noted that different serial position curves for
the two recall tasks are reflected in the interaction between recall type and
serial position. As is evident in Table 10, for spatial order recall, the
serial position curve is relatively flat; the differences between the means
for any two positions are nonsignificant. In contrast, the curve for temporal
order recall shows a marked superiority in performance at the first serial
position compared with either the second position, protected t(31) = 5,6,
p < .001 (two-tailed), or the third position, protected t(31) = 7.8, p < .001
(two-tailed).

The major departure from Healy's previous findings with adults was our
finding of the use of phonetic coding for spatial order recall. (In the
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Table 9

Error Percentages in Each Recall Condition by Distractor Type

Distractor Type

Recall Type Digit Name Digit Position
Temporal Order 38 36
Spatial Order 48 55

Table 10

Error Percentages in Each Recall Condition by Serial Positiona

Position
Recall type 1 2 3
Temporal Order 30 4o 39

Spatial Order 50 52 53

8For temporal order recall, the serial positions refer to the temporal
sequence of the items from first seen to last seen; for spatial order recall,
the serial positions correspond to the spatial locations from left to right.
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present experiment, the conditional percentage of phonetic errors did not
differ for temporal and spatial order recall.) As explained earlier, we
attribute this difference to a slow stimulus presentation rate that allowed
the subjects enough time to recode the spatial positions into phonetic form,
This explanation receives additional support upon examining the results of the
analysis of variance for the conditional percentage of phonetic errors. Here
we found an interaction between recall type and retention interval., At the
short retention interval, the results were as expected: When an error was
made, it was more likely to be a phonetic error for temporal order recall
(43%) than for spatial order recall (33%), protected t(31) = 2,1, p < .05
(two=-tailed). At the long retention interval, the percentage of phonetic
errors was nonsignificantly greater for spatial order recall (39%) than for
temporal order recall (33%), protected t(31) = -1.8, p < .09 (two-tailed).
The comparable percentages for spatial order recall and temporal order recall
3 at the long retention interval suggest that the long interval allowed enough
!' time for the subjects to recode the spatial positions linguistically.

The opposite interaction was found upon examining the conditional percen-
tage of visual errors. In this case, the conditional percentage of errors was
greater for spatial order recall (39%) than for temporal order recall (29%) at
the short retention interval, protected £(31) = 2,2, p < .04 (two-tailed). At
the long interval, percentages of visual errors for temporal order recall
(35%) and for spatial order recall (33%) were not significantly different,
0 < protected t < 1. Since visual and phonetic errors are complementary to
some extent (as the conditional percentages of phonetic, visual, and other
errors must sum to 100%), this pattern for visual errors may possibly be
explained solely in terms of the pattern for phonetic errors.

The triple interaction of recall type, retention interval, and serial
position for the conditional percentage of visual errors indicates that the
increase in the percentage of visual errors on temporal order recall on the
long retention interval compared with the short interval was significant on
only the third serial position: in two-tailed tests, first position,
0 < protected t < 1; second position, protected t(31) = =1.5, p > .05; third
position, protected t(31) = -2.3, p = .008. On spatial order recall, in
contrast, there was a decrease in the percentage of errors on the long
interval at the third serial position: in two-tailed tests, first position,
-1 < protected t < 0; second position, protected t(31%) = 1,6, p > .05; third
position, protected t(31) = 2.1, p < .05. This triple interaction was unex~
pected and is not readily interpretable.

DISCUSSION

The impetus for this study arose from a guestion originally addressed by
Katz et al, (1981): Can we understand poor beginning readers' characteristic
difficulties in remembering order as a consequence of deficient use of a
phonetic memory strategy? This issue was previously approached by comparing
good and poor readers' memory for the order of items in an array. In one
condition, the items had readily available names that could easily be coded
phonetically, whereas in a second condition, this was not the case, since the
items were nonrepresentational designs. The failure to find a difference
between good and poor readers in remembering the nonsense designs encouraged
us to press the issue by undertaking a more analytic study of memory for
order. To investigate whether, in some circumstances, good and poor beginning
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readers preferred to use different memory strategies, we adopted a new
approach that would allow us to infer the strategy that subjects actually
used.

We were able to infer the memory strategies adopted by good and poor
readers in an experimental task that allowed us to assess memory for temporal
order and memory for spatial order separately. Previous research using this
experimental procedure (Healy, 1975, 1977) with adult subjects indicated that
purely temporal order recall normally relies on phonetic coding, whereas
purely spatial order recall does not. Since poor beginning readers have known
deficiencies in their use of phonetic codes, we expected that their perfor-
mance relative to good readers on temporal order recall might be impaired.
However, no such impairment was predicted for spatial order recall, on which a
nonphonetic strategy 1is presumably used. Moreover, we expected to find
evidence for greater use of phonetic codes among good readers than poor
readers whenever a phonetic strategy was possible. Therefore, basing our
prediction on Healy's previous research, we expected the phonetic strategy to
be evident only on temporal order recall.

The results confirmed our expectation that the good readers would use a
phonetic strategy more often and more effectively than the poor readers even
though the expected dissociation in memory coding for temporal and spatial
order was not obtained. The data suggested that in adapting Healy's paradigm
for use with children, the modifications (lengthening the stimulus presenta-
tion times and reducing the number of stimulus items per trial) had the effect
of permitting phonetic coding to occur for spatial order recall as well as for
temporal order recall. Thus, the procedure did not force the use of divergent
strategies for the two tasks as we had intended. But in spite of this
limitation, the findings supported our expectation that the good readers would
use phonetic codes whenever it was possible to do so and that poor readers
would attempt to use other strategies. The results indicate that the good
readers preferred to use phonetic codes more than the poor readers even in
spatial order recall. The poor readers, on the other hand, tended to make
greater use of an alternative to the phonetic coding strategy, presumably in
order to evade the difficulties they have in using phonetic codes. Thus, the
poor readers, in contrast to the good readers of the present study and Healy's
normal adult subjects, coded information about the visual features of the
letters and elected to retain temporal-spatial patterns for the temporal order
recall condition. Furthermore, they persisted in using this memory strategy
for the spatial order recall condition even though a phonetic strategy was
both feasible and efficient for the task, as indicated by the good readers'
performance. Thus, it was found in the present study, as in the experiment of
Katz et al. (1981), that in those task situations in which phonetic coding is
possible, the good readers' performance was superior to that of the poor
readers.

By using a paradigm that varied the task (temporal order or spatial order
recall) while always using the same stimulus material, the present study
provides independent support for the view that poor beginning readers’
problems remembering order are linked to deficient use of phonetic coding in
working memory. The present results are also consistent with the results of
previous studies that found that good readers make greater use than poor
readers of phonetic codes on tasks requiring recall of both item identity and
item order (Liberman et al., 1977; Mann et al., 1980; Shankweiler et al.,
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1979). 1In those studies, which compared good and poor readers' ordered recall
of rhyming and nonrhyming linguistic material, it was found that only the good
readers' performance was detrimentally affected by the rhyming (phonetically
confusable) items. Furthermore, Shankweiler et al. (1979) conducted an ana-
lysis (unpublished) of the actual substitutions committed by their subjects.
This indicated that good readers made a significantly higher proportion of
phonetic errors than poor readers. The present experiment permitted us to
examine short-term retention of item order with no requirement for retaining
item identity. At the same time, it allowed the subjects the opportunity to
make either phonetic or visual errors. Again, we found that the good readers'
errors were more likely to be phonetic than were those of the poor readers.

The literature points to a high degree of consensus on the failure of

poor beginning readers to use phonetic strategies effectively. (The tests

] ' that distinguish good and poor readers in the early school years may not serve

) to differentiate older children and adults who differ in reading ability; see,

for example, Johnston, 1982; Olson, Davidson, Kliegl, & Davies, in press; and

Siegel & Linder, in press.) On the other hand, there is no agreement regarding

the comparative levels of spatial abilities characteristic of good and poor

readers. In one recent study (Symmes & Rapoport, 1972), poor readers were

found to be actually better than good readers on certain spatial tasks. Thus,

on one view, the poor readers of the present study would have been expected to

do better on spatial order recall than the good readers and, possibly, to

retain temporal-spatial patterns more often in both recall conditions. The

3 opposite expectations, however, can be generated on the basis of the finding

fi that poor readers are less sensitive than good readers to letter position

frequencies (Mason & Katz, 1976; Mason et al., 1975). Our findings do not

unequivocally support either position. Although we did find that the poor

readers tended to adopt a strategy of retaining temporal-spatial patterns,

they were, nevertheless, not able to perform at levels comparable to the good

readers on spatial order recall. Perhaps, a better test of these conflicting

hypotheses, and of our expectation of equal performances for good and poor

readers on spatial order recall, would require the elimination of the

opportunity for phonetic coding for spatial order recall. At all events, our

expectation that poor readers would tend to use an alternative strategy, in

; preference to the phonetic memory strategy with which they have difficulty,
g draws support from the findings.

Evidence that poor beginning readers tend to prefer nonphonetic memory
strategies in some situations has been previously noted. Byrne and Shea
(1979), for example, reported that poor readers tended to code words semanti-
cally for retention in memory, whereas good readers tended to rely on phonetic
codes. However, when the task required subjects to remember pseudowords, poor
readers resorted to phonetic strategies, since those stimuli offered no option
of semantic coding. Even in this case, it should be noted, the poor readers'
performance was deficient. Thus, poor readers can use phonetic codes when the
task requires 1it, but even then, they do so less efficiently than good
readers. Under the particular conditions of the present experiment, neither
the spatial order recall task nor the temporal order recall task logically
required the use of phonetic codes. As explained earlier, it was possible to
do either task by retaining temporal-spatial patterns. However, the require-
ment that the subjects read stimulus items aloud may have been expected to
dispose them toward a phonetic memory strategy (Torgesen & Goldman, 1977). It
should be remarked that in spite of this possibly biasing factor the poor
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readers in the present study tended to adopt the nonphonetic strategy, as did
those of Byrne and Shea (1979).

In sum, the present findings, like those of Katz et al. (1981), support
the view that the poor reader's problem in retaining order is linked to
deficient use of phonetic codes in working memory. Thus, poor readers'
inferior memory for order should not be viewed as an independent disorder.
Rather, it may be considered as one manifestation of a deficiency in the
domain of language, involving the use of phonetic coding in working memory.

REFERENCES

Baddeley, A. D, (1978). The trouble with levels: A reexamination of Craik
and Lockhardt's framework for memory research. Psychological Review, 85,
139-152,

Baddeley, A. D, (1979). Working memory and reading. In P, A. Kolers, M, E.
Wrolstad, & H, Bouma (Eds.), The processing of visible language. New
York: Plenum Press.

Bakker, D, J. (1972)., Temporal order in disturbed reading. Rotterdam:
Rotterdam University.

Benton, A. L. (1975). Developmental dyslexia: Neurological aspects. In
W. J. Friedlander (Ed.), Advances in neurology (Vol. 7). New York:
Raven Press.

Berch, D. B. (1979). Coding of spatial and temporal information in episodic
memory. Advances in Child Development and Behavior, 13, 1-46,

Box, G, E. P. (1954), Some theories on quadratic forms applied in the study
of analysis of variance problems: II, Effects of inequality of variance
and covariance between errors in the two-way classification, Annals of
Mathematical Statistics, 25, 484-498,

Byrne, B., & Shea, P. (1979). Semantic and phonetic memory codes in
beginning readers. Memory & Cognition, 7, 333-338.

Cohen, J., & Cohen, P. (1975). Applied multiple regression/correlation
analysis for the behavioral sciences. Hillsdale, NJ: Erlbaum.

Corkin, S, (1974), Serial-ordering deficits in inferior readers.
Neuropsychologia, 12, 347-354,

Crowder, R. G. (1978). Language and memory. In J, F, Kavanagh & W,
Strange (Eds.), Speech and language in the laboratory, school, and
cliniec. Cambridge, MA: MIT Press.

Crowder, R. G. (in press). Is it just reading? 1In T, Tighe & B. Schiff
(Eds.), Development of perception and cognition.

Dunn, L. M. (1959), Peabody picture vocabulary test. Circle Pines, MN:
American Guidance Service, Inc.

Gates-MacGinitie reading tests (1978). (2nd Edition). Boston: Houghton
Mifflin Co.

Healy, A. F, (1975). Coding of temporal-spatial patterns in short-term
memory. Journal of Verbal Learning and Verbal Behavior, 14, 481-495,
Healy, A. F. (1977). Pattern coding of spatial order information in short-
term memory. Journal of Verbal Learning and Verbal Behavior, 16, 419-

437.

Healy, A. F. (1978). A Markov model for the short-term retention of spatial
location information. Journal of Verbal Learning and Verbal Behavior,
17, 295-308.,

Healy, A. F. (1982). Short-term memory for order information. In
G. H. Bower (Ed.), The psychology of learning and motivation (Vol. 16).
New York: Academic Press.

40

pe—




R

Katz et al.: Phonetic Coding and Order Memory

Holmes, D, R., & McKeever, W. F. (1979). Material specific serial memory
deficit in adolescent dyslexics. Cortex, 15, 51=-62,

Johnston, R. S. (1982). Phonological coding in dyslexic readers. British
Journal of Psychology, 73, 455-460.

Katz, R. B., Shankweiler, D., & Liberman, I, Y. (1981), Memory for item
order and phonetic recoding in the beginning reader. Journal of
Experimental Child Psychology, 32, 474-u8A4,

Kimura, D, (1963). Right temporal-lobe damage. Archives of Neurology, 8,
264-271,

Liberman, A. M., Mattingly, I, G., & Turvey, M. T. (1972). Language codes
and memory codes. In A. W. Melton & E. Martin (Eds.), Coding processes
in human memory. New York: Wiley.

Liberman, I, Y., Shankweiler, D., Liberman, A, M,, Fowler, C., & Fischer,
F. W, (1977). Phonetic segmentation and recoding in the beginning
reader, In A, S. Reber & D, Scarborough (Eds.), Toward a psychology of
reading: The proceedings of the CUNY Conference. Hillsdale, NJ:
Erlbaum.

Mann, V. A.,, Liberman, I. Y., & Shankweiler, D, (1980). Children's memory
for sentences and word strings in relation to reading ability. Memory &
Cognition, 8, 329-335.

Mark, L. S., Shankweiler, D,, Liberman, I, Y., & Fowler, C. A. (1977).
Phonetic recoding and reading difficulty in beginning readers. Memory &
Cognition, 5, 623-629.

Mason, M., & Katz, L. (1976)., Visual processing of nonlinguistic strings:
Redundancy effects and reading ability. Journal of Experimental

93 Psychology: General, 105, 338-348.

13 Mason, M., Katz, L., & Wicklund, D. A. (1975)., [Immediate spatial order

o memory and item memory in sixth-grade children as a function of reader
ability. Journal of Educational Psychology, 67, 610-616,

Noelker, R. W., & Schumsky, D. A. (1973). Memory for sequence, form, and
position as related to the identification of reading retardates. Journal
of Educational Psychology, 64, 22-25.

Olson, R, K., Davidson, B. J., Kliegl, R., & Davies, S. E. (in press).
Development of phonetic memory in disabled and normal readers. Journal
of Experimental Child Psychology.

: Shankweiler, D., Liberman, I. Y., Mark, L. S., Fowler, C. A., & Fischer, F. W.
4 (1979). The speech code and learning to read. Journal of Experimental
g Psychology: Human Learning and Memory, 5, 531-545.

i Siegel, L, S., & Linder, B. A. (in press). Short-term memory processes in
. children with reading disabilities. Developmental Psychology.
| Stanley, G., Kaplan, I., & Poole, C. (1975). Cognitive and nonverbal

perceptual processing in dyslexics. Journal of General Psychology, 93,
67-72.

s Symmes, J. S., & Rapoport, J. L, (1972). Unexpected reading failure.

b American Journal of Orthopsychiatry, 42, 82-91.

. Torgesen, J., & Goldman, T. (1977). Verbal rehearsal and short-term memory
' in reading-disabled children. Child Development, 48, 56-60,

Woodcock, R. W. (1973). Woodcock reading mastery tests. Circle Pines, MN:

American Guidance Service, Inc.




EXPLORING THE ORAL AND WRITTEN LANGUAGE ERRORS MADE BY LANGUAGE DISABLED
CHILDREN®

Hyla Rubin+ and Isabelle Y. Libermans+

Clinical observation of children exhibiting both oral and written
language disabilities has suggested that there may be parallels in their error
patterns in speaking, reading, and writing that merit further investigation.
The similarities are apparent in the problems these children have in many
aspects of linguistic function--in word retrieval, morphology, phonology, and
syntax. Thus, these children substitute "potato"™ for tomato in speaking,
reading, and writing. They omit grammatical tense or plural markers when
speaking and do the same when reading and writing. They order the sounds
incorrectly when speaking certain words and also when reading and writing
them. The word order they use is often faulty across these tasks. Functor
words are used incorrectly whether they are spoken, read, or written., Similar
observations have been made by other investigators who have noted that oral
language deficits are often reflected in the written 1language behavior of
language disabled children (Cicci, 1980). However, the nature of such a
relationship has yet to be systematically investigated.

This study is the initial step in such an investigation. It proposes to
analyze the errors in naming pictured objects made by 1language disabled
children and to examine the relationship of these errors to their performance
on written 1language tasks. Picture naming was selected as the stimulus
material since research with other populations (Denckla & Rudel, 1976;
Goodglass, 1980; Jansky & deHirsch, 1972; Katz, 1982; Wolf, 1981) has found it
to be an informative starting point.

Because the field is relatively uncharted, it was first necessary to
determine whether a naming problem indeed existed in these children. It was
considered that if they were able to point to pictured objects that were named
for them ("Show me the stethoscope") but were unable to name the pictures
themselves at age-appropriate levels, a naming problem could be assumed. If,
on the other hand, they were unable even to point to the pictured objects that
they could not name, a general vocabulary deficit, rather than a specific
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deficit in naming, would more accurately account for their pattern of
performance.

Having determined by this procedure that there may be a naming problem in
these children, it was then necessary to develop a system of analysis that
would characterize the naming errors accurately and that would facilitate an
explanation of their nature. Finally, the system of analysis thus derived was
applied to the errors these children made in written language 1in the
expectation that it should be equally useful in interpreting those error
patterns.

METHOD

Subjects

Thirty-four children, ranging in age from 4,3 to 12,7, who were enrolled
in a self-contained public school 1language disability program, were the
subjects in this study. They demonstrated intelligence in the average range
on either the Wechsler Intelligence Scale for Children-Revised or the Stanford-
Binet Intelligence Scale and all had normal vision and hearing. Although they
represented three ethnic groups (Black, Caucasian, and Hispanic), English was
the dominant 1language for all and ethnic group was not a statistically
significant factor in data analysis. All exhibited at 1least a two-year
deficit on standardized expressive language and academic (or readiness) tests.
Their receptive language levels were close to chronological age.

Materials

All the items included in the Boston Naming Test (Kaplan, Goodglass, &
Weintraub, 1976) were used for the naming and recognition tasks. This
instrument, standardized on children aged 6 through 14, consists of 85
individual line drawings of objects that are ranked in difficulty according to
the frequency with which naming errors occurred in the standardization group.
Some of the pictures were later selected for the spelling task. The Wide
Range Achievement Test (Jastak & Jastak, 1965) was used to determine reading
and spelling achievement levels,

Procedures

Subjects were tested individually for picture naming, recognition, and
achievement, and in a grou, for spelling. In the picture naming task, they
were asked to give the best name for each of the pictured objects. In the
recognition task, they were asked to point to the picture named by the
examiner. Here the pictures were grouped into sets of four of the same
difficulty level. Every set was presented four times in randomized order;
each time a different picture was named by the examiner. In the spelling
task, nine subjects (with second to fifth grade achievement levels) were shown
25 individual pictures (selected by their mid-range difficulty 1level for
naming) and were asked to spell the name of each one. Achievement in reading
and spelling was tested by the appropriate subtests of the Wide Range
Achievement Test (Jastak & Jastak, 1965). These subtests were given to only
25 subjects since it was not appropriate to test the nine preschool subjects
for school achievement.
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RESULTS AND DISCUSSION

What Is the Normal Naming Process?

In order to discuss the naming errors made by these children meaningful-
ly, it is necessary first to consider what might take place in the normal
process of picture naming. When presented with a pictured object, we access
its name, which has been stored phonologically (Barton, 1971; Brown & McNeill,
1966; Fay & Cutler, 1977). Having accessed this phonological representation,
we must remember it until we actually produce the word. For this purpose, we
hold onto the name in a phonological buffer 2zone, that is, in short term or
working memory, while planning the production, Substitutions such as /gog/
for /dog/ and /nunch/ for /lunch/ that occur in early language acquisition
provide direct evidence of a pre-production planning stage; it is more than
coincidental that phonemes that have not yet been produced are substituted for
others earlier in the word (Clark & Clark, 1977). Finally, we produce the
name through coordinated articulatory movements.

Is There a Naming Problem?

The pattern of results indicates a problem specifically with naming,
rather than a more general vocabulary deficit. The subjects recognized an
average of 71% of the pictured objects, but were able to name only 21% of the
same pictures. Since it would not be meaningful to examine naming errors for
pictures that were not recognized, nonrecognized items were not analyzed
further. Of those that were recognized, 34% were correctly named,
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Since all children are able to recognize more pictured objects than they
can hame, it was necessary to compare the obtained scores with age-appropriate
predicted scores. Figure 1 illustrates where these children stand in relation
to age-matched controls, according to the norms provided by the Boston Naming
Test (Kaplan et al., 1976). The number of correctly named items which were
predicted and obtained for each child were significantly different, according
to a one-sample t-test of the scores, p < .0001. Thus, not only do these
children demonstrate a gap between the number of pictured objects they
recognize and the number they name, they also name significantly fewer items
than age-matched controls.

What Are the Error Types and Frequencies?

The primary goal in developing an analysis system is to provide a means
for examining the naming problem through an accurate and well-conceived
description of error performance. Errors were characterized as phonetic,
semantic, or circumlocutory. An error was considered to be phonetic if it
shared 50% of the phonemes or one free morpheme with the target word. Four
types of phonetic errors were delineated:

1. PH1 errors - real-word substitutions that were not semantically related to
the target word, such as "sister" for scissors and "acorn" for unicorn;

2., PH2 errors - nonword substitutions for the target, such as "preztl"™ for
pretzel and "helidakter" for helicopter;

3. PH3 errors - semantically and phonetically real-word substitutions, such
as "elevator" for escalator and "tornado" for volcano;

4, PHY4 errors - semantically related real-word substitutions that are also
phonetically defective, such as '"narrow" for dart and "kaminal™ for
rhinoceros.

An error was considered to be semantic if it was related only in meaning to
the target word, such as "airplane" for helicopter and "stairs" for escalator.
A circumlocution is a combination of words which attempts to describe the
target word, such as "thing to sit at when you hurt" for wheelchair. Table 1
provides examples and frequencies of these error types.

Semantic substitutions, representing 59% of the incorrect names, are by
far the most frequent error type. Semantic substitutions that are phonetical-
ly deficient (PHY4, "narrow" for dart) account for another 6% of the incorrect
names.

Real-word phonetic errors that are not semantically related to the target
word (PH1, "acorn" for unicorn) represent only 4% of the incorrect names, the
smallest proportion of the phonetic errors. Nonword phonetic errors (PHZ2,
"preztl" for pretzel) represent 6% of the incorrect names. Real word
substitutions that are phonetically and semantically related to the target
word (PH3, "elevator" for escalator), or "tip of the tongue" errors (Brown &
McNeill, 1966), represent 11% of the incorrect names. Circumlocutions account
for another 13% of the incorrect names.
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Table 1

Examples and Frequencies of Error Types

PH1 = Real word phonetic error, not semantically related 4%
sister/scissors hammer/hanger
saucer/saw bathroom/mushroom
acorn/unicorn telescope/stethoscope
candle/camel wrench/bench

PH2 = Nonword phonetic error 6%
kalmkeno/volcano preztl/pretzel
helican/pelican maks/mask
helidakter/helicopter ocoputs/octopus

PH3 = Semantically and phonetically related 11%
elevator/escalator basket /racket
popcorn/acorn toothpick/toothbrush
clam/camel steering wheel/wheelchair
snake/snail tornado/volcano

PH4 = Semantically, then phonetically, related 6%
narrow/dart evevetor/escalator
kaminal/rhinoceros must/acorn
speps/escalator bed/toboggan
row/dart wheel/seahorse

Semantic 59%
airplane/helicopter stairs/escalator
clothes/hanger donkey/camel
tennis/racket boat /canoe
cap/visor bookbag/briefcase

Circumlocutions Target Word 13%
put it on a clothes hanger
thing to sit at when you hurt wheelchair
it call a chair, it greens bench
that you turn arounds globe
a pirate thing for looking something telescope
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What Do These Error Types Mean?

The present analysis system can afford possible explanations for the
incorrect names that are produced. It is conceivable that the reason an
incorrect name is produced is that the correct name is not stored in the
lexicon., However, since the errors being analyzed here occurred in naming
pictured objects that were correctly identified when named by the examiner,
Storage per se does not seem to be at issue. The accuracy of the stored
representation may tell a more revealing story, however.

The phonological representation of a word may not be accurate enough to
allow for its successful access and preservation in short term memory prior to
actual production. It has been suggested (Brown & McNeill, 1966) that as we
acqQuire new words, we first store their "generic" characteristics, such as the
first phoneme, number of syllables, and stress pattern. With repeated
i exposure to the word, we complete this skeletal representation, supplying the
! final consonants, then filling in the medial segments of the word. It is this

completed phonological representation that we access easily in the normal
naming process.

To the extent that the generic characteristics of the target word are
preserved in the actual production, we can be confident that the word was in
fact accessed and held in short term memory. Table 2 presents some generic
characterisvics of the incorrect names produced by the children. It is clear
from Table 2 that the phonetic errors retain the generic characteristics of
the target words much more frequently than do the semantic errors. This trend
is supported by the figures for syllable and initial phoneme agreement: 54%
of the phonetic errors had the same number of syllables as the target word, as
compared to only 25% of the semantic errors; 55% of the phonetic errors had
the same initial phoneme as the target word, as compared to only 3% of the
semantic errors.

Table 2

Generic Characteristics of Naming Errors

Phonetic Errors Semantic Errors
(PH1-PHY)
Syllable Agreement
Between Error
and Target Word 54% 25%
Same Initial Phoneme in
Error and in Target Word 55% 3%
Fewer Syllables “» Error
than in Targe* 4dord 25% 55%
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In the case of phonetic errors, which tend to preserve these generic
characteristics, it appears that the phonological representations of these
names are either stored or held in short term memory more accurately than in
the case of semantic errors, which do not tend to retain the basic phonologi-
cal shape of the target word. To determine the breakdown point for both
phonetic and semantic errors, we would need a more taxing recognition test to
sort out whether the problem is really accuracy of storage or efficiency in
short. term memory coding. The present results, however, allow the conclusion
that the target word has in fact been accessed when a phonetic error is made,
because the generic characteristics are so frequently retained. This conclu-
sion cannot be made about the semantic errors, since the retention of generic
characteristics is so infrequent. For example, it is fair to assume that the
child who says "capricorn" for unicorn has accessed the target word but no
such assumption can be made about the child who says "horse" for unicorn.
Further support for this position can be found in Table 2; 55% of semantic
errors contain fewer syllables than the target word whereas only 25% of
phonetic errors demonstrate this pattern. These syllabically less complex
substitutions are usually higher f{requency words, like "horse" for unicorn and
"cap" for visor. Thus, again, the semantic error more often suggests that the
target word has not in fact been accessed, possibly because its phonological
representation is too weak. Since children who are poor readers have been
shown to demonstrate phonological deficits (Liberman, Shankweiler, Liberman,
Fowler, & Fischer, 1977; Vellutino, 1977), it may be that a semantic naming
error reflects a problem of that kind as well. Perhaps, then, the substitu-
tion that is similar only in meaning is not indicative of higher cognitive
functioning, as might be assumed, but rather serves as a disguise for a
phonological deficit affecting both oral and written language performance.

Is There a Relationship Between Naming Performance and Reading Performance?

Reading 1levels ranged from kindergarten to fifth grade for the 25
sub jects whose achievement was tested. These children demonstrated a positive
and significant relationship, r = .54, p < .005, between their reading
performance and their picture-naming performance. It is interesting to note
that although these children demonstrate severe deficits in both oral and
written language, the relationship between naming and reading found here is
similar to that found in good and poor reader groups (Jansky & deHirsch, 1972;
Katz, 1982; Wolf, 1981),

What might account for this consistent pattern is the fact that the same
critical components are required in the naming and reading processes (Katz,
1982). As we noted earlier, in naming, we proceed from the phonological
representation of the name that best fits the picture to a phonological buffer
in which we hold the representation until we actually produce the word. In
reading, we decode the word, translating it into its phonological representa-~
tion, and hold this representation in the phonological buffer until it is
mapped onto its stored counterpart in the lexicon. Therefore, naming and
reading are both linguistic processes that depend on accurate phonological
representations and short term memory coding.




ha ) g

Rubin & Liberman: Error Patterns in Language Disabled Children

Is There a Relationship Between Naming Performance and Spelling Performance?

Spelling the name of a pictured object requires orthographic rule
knowledge in addition to all of the previously outlined constituents of the
naming process. Considering this additional requirement, it is not surprising
that there was virtually no relationship, r = .24, between correctly named and
correctly spelled items. In contrast, there is a high positive correlation,
r = .81, p < .008, between the number of items that have been accessed in
naming ("preztl" for pretzel) and the number that have been accessed in
spelling ("cml" for camel). Similarly, there is a high positive relationship,
r = .78, p < .01, between the number of semantic errors in oral naming and in
spelling of a pictured item. Such correlations provide strong preliminary
support for the hypothesis that similar error patterns are found across spoken
and written language tasks.

CONCLUSIONS

Role of Phonological Processing

Phonological deficiencies in the accuracy of stored representations and
in short term memory coding are proposed as a likely explanation of naming, or
word retrieval, problems in this group of language disabled children and in
other poor render groups (Katz, 1982; Wolf, 1981). The critical facet of this
explanation is the short term memory function; efficient phonetic coding seems
crucial for both initial storage and eventual production of language segments.
Initial acquisition of 1lexical items requires phonetic short term memory
coding to insure storage of an accurate phonological representation, first of
generic and then of additional segmental information. Successful retrieval of
stored names for production depends on both the accuracy of the initial
representation and the efficiency of the phonetic short term memory coding.
In turn both storage and production of language segments depend on accurate
and efficient perception of speech sounds. The perception of speech sounds
has been found to be deficient in poor readers (Brady, Shankweiler, & Mann,
1983). Considering the evidence for the role of phonological coding in the
reading process, it 1is anticipated that future research studies may also
demonstrate a phonological basis for syntactical and morphological deficits in
children with oral and written language disabilities.

Implications for Assessment and Instruction

Results of the error analysis developed here suggest that a phonetic
error reflects a higher level of phonological competence than does a semantic
error. Such a position is in agreement with research studies that have
repeatedly demonstrated that poor readers are less sensitive to phonetic
structure and less efficient in phonetic processing than are good readers
(Stanovich, 1982). Diagnostically, this explanation suggests that phonetic
naming errcrs represent more advanced phonological processing than do errors
that do rot bear any phonetic resemblance to the target word. It is expected
that such a pattern will prove to be diagnostically significant in oral
reading errors and written formulation errors as well. It would seem
reasonable to suppose that substitutions that represent only a semantic
association with the target word, as in reading or spelling "cat" for dog will
indicate nnt higher cognitive functioning but rather a guessing strategy that
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may be masking a phonological deficiency. Furthermore, the present interpre-
tation of error production makes questionable the commonly used instructional
technique of providing semanti¢ prompts such as category, location, or
funccion, to facilitate attempts at naming, reading, or written formulation.
Instead, it would seem more appropriate to provide phonetic prompts, such as
the initial phoneme, number of syllables, or stress pattern.

Future Research

The next stage in this investigation should be the development of a more
sensitive recognition task to determine the breakdown point for errors in oral
and written language productions. Specifically, it is necessary to differen-
tiate a linguistic deficit due to an inaccurate phonological representation
from one due to inefficient phonetic coding in short term memory. It 1is
anticipated that different error types result from deficiencies at different
points in the process, buc that such breakdown points will remain constant
across oral and written language tasks, It is also anticipated that the
results of this proposed next step will shed further 1light on appropriate
diagnostic and instructional strategies.
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PERCEIVING PHONETIC EVENTS#*

Michael Studdert-Kennedy+

In her report on the auditory processing of speech, prepared for the
Ninth International Congress of Phonetic Sciences in Copenhagen, Chistovich
wrote of herself and her colleagues at the Pavlov Institute in Leningrad: "We
believe that the only way to describe human speech perception is to describe
not the perception itself, but the artificial speech understanding system
which is most compatible with the experimental data obtained in speech
perception research" (Chistovich, 1980, p. 71). <Chistovich went on to doubt
that psychologists would agree with her, but I suspect that many may find her
view quite reasonable. However, they would probably not find the view
reasonable if we were to replace the words "speech perception" and "artifical
speech understanding system" with the words "speech production" and "speech
synthesis system." Perhaps that is because even an articulatory synthesizer
does not look like a vocal tract, while our image of what goes on in the head
is so vague that we can seriously entertain the notion that a network of
inorganic plastic and wire might be made to operate on the same general
principles as an organic network of blood and nerves.

Of course, this is impossible, not only because the physics and chemistry
of organic and inorganic substances are different, but also because machines
and animals have different origins. A machine is an artifact. Its maker
designs the parts for particular functions and assembles them according to a
plan. The machine then operates on principles that its maker knows and has
made explicit in the plan. The development of an animal is just the reverse.
There is no plan. The animal exists before its parts and the parts emerge by
differentiation. In the human fetus, a hand (say) buds from the emerging arm,
swells and gradually, by cell-death and other processes, differentiates into
digits. There is no reason to suppose that the principles of behavioral
development are different from those of morphological development. On the
contrary, structure and function are deeply intertwined in both evolution and

*To appear in W. H. Warren, and R. E. Shaw, (Eds.). (in press). Persistence
and change: Proceedings of the first international conference on event
perception. Hillsdale, NJ: Erlbaum,
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ontogeny. Behavior emerges by differentiation, according to principles impli-
cit in the animal's form and substance.

In short, the appropriate constraints on a model of human speech
perception are biological. The model must be compatible with what we know not
only of speech perception and production, but also of speech acquisition.
What the infant hears determines, in part, what the infant says; and if
perception is to guide production, the two processes must be, in some sense,
isomorphic.

An artificial speech understanding system is therefore of limited inter-
est to the student of human speech perception. Such a device necessarily
develops in the opposite direction to the human that it is intended to mimic.
For while the human infant must discover the segments of its language--words,
syllables, phonemes--from their specification in the signal, the machine is
granted these segments a priori by its makers. As a model of speech
perception, the machine is tautologous and empty of explanatory content,
because it necessarily contains only what its makers put in. Unfortunately,
all our models of speech perception are essentially machine models.

What theories of event perception have to offer to the study of language,
in general, and of speech perception, in particular, is a framework for a
biological alternative to such models. Three aspects of the approach seem
promising. First is the commitment to discovering the physical invariances
that support perception, with an emphasis on the time-varying properties of
events, Second is the view of event perception as amodal, independent of the
sensory system by which information is gathered. This is 1important for
several reasons, not least for the 1light it may throw on the bases of
imitation and on the underlying capacities common to the perception of signed
and spoken language. The third aspect is the general commitment to deriving
cognitive process from physical principles and thus, for language, to under-
standing how its structure emerges from and is constrained by its modes of
production and perception.

None of these viewpoints 1is entirely new to the study of speech
perception. What is new is their possible combination in a unified approach.
I will briefly discuss each aspect, but before I do, I must lay out certain
general properties of language and central problems of speech perception.

LANGUAGE STRUCTURE

As a system of animal communication, 1language has the distinctive
property of being open, that is, fitted to carrying messages on an unlimited
range of topics. Certainly, human cognitive capacity is greater than that of
other animals, but this may be a consequence as much as a cause of linguistie
range. Other primate communication systems have a limited referential scope--
sources of food or danger, personal and group identity, sexual inclination,
emotional state, and so on--and a limited set of no more than 10 to 40 signals
(Wilson, 1975, p. 183). In fact, 10 to 40 holistically distinct signals may
be close to the upper range of primate perceptual and motor capacity. The
distinctive property of language is that it has finessed that upper limit, by
developing a double structure, or dual pattern (Hockett, 1958),
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The two levels of patterning are phonology and syntax. The first permits
us to develop a large lexicon, the second permits us to deploy the lexicon in
predicating relations among objects and events (Liberman & Studdert-Kennedy,
1978; Studdert-Kennedy, 1981). My present concern is entirely with the first
level. A six-year-old middle-class American child already recognizes some
13,000 words (Templin, 1957), while an adult's recognition vocabulary may be
well over 100,000, Every 1language, however primitive the culture of its
Speakers by Western standards, deploys a large lexicon. This 1is possible
because the phonology, or sound pattern, of a language draws on a small set
(roughly between 20 and 100 elements) of meaningless units--consonants and
vowels--to construct a very large set of meaningful units, words (or mor-
phemes). These meaningless units may themselves be described in terms of a
smaller set of recurrent, contrasting phonetic properties or distinctive
features. Evidently, there emerged in our hominid ancestors a combinatorial
principle (later, perhaps, extended into syntax) by which a finite set of
articulatory gestures could be repeatedly permuted to produce a very large
number of distinctively different patterns.

Let me note, in passing, that manual sign languages have an analogous
dual structure. I do not have the space to discuss this matter in any detail.
However, we have learned over the past 10 to 15 years that American Sign
Language (ASL) (the first language of over 100,000 deaf persons, and the
fourth most common language in the United States [Mayberry, 1978]) is a fully
independent language with its own characteristic formational ("phonological")
structure and syntax (Klima & Bellugi, 1979). Whether signed language is
merely an analog of spoken language (related as the bat's wing to the bird's)
or a true homolog, drawing on the same underlying neural structures, we do not
know. But there can be no doubt that as we come to understand the structure,
function, acquisition, and neuropsychological underpinnings of sign language,
what we learn will profoundly condition our view of the biological status of
language, in general.

Here, returning to my theme, I note simply that each ASL sign is formed
by combining four intrinsically meaningless components: a hand configuration,
a palm orientation, a place in the body space where it is formed, and a
movement. There are some fifty values, or "primes," distributed across these
four dimensions; their combination in a sign follows "phonological rules,"
analogous to those that constrain the structure of a syllable in spoken
languages. In short, both spoken and signed languages exploit combinatorial
principles of lexical formation. Their sublexical structures seem to "...pro-
vide a kind of impedance match between an open-ended set of meaningful symbols
and a decidedly limited set of signaling devices" (Studdert-Kennedy & Lane,
1980, p. 39).

THE ANISOMORPHISM PARADOX

If words are indeed formed from strings of consonants and vowels, and
signs from simultaneous combinations of primes, we must suppose that the
listener, or viewer, somehow finds these elements in the signal. Yet from the
first spectrographic descriptions of speech (Joos, 1948), two puzzling facts
have been known. First, the signal cannot be divided into a neat sequence of
units corresponding to the consonants and vowels of the message: at every
instant, the form of the signal is determined by gestures associated with
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several neighboring elements. Second, as an automatic consequence of this,
the acoustic patterns associated with a particular segment vary with their
phonetic context. The apparent lack of invariant segments in the signal
matching the invariant segments of perception constitutes the anisomorphism
paradox.

The recalcitrance of the problem is reflected in the current states of
the arts of speech synthesis and automatic speech recognition. Weaving a
coherent, continuous pattern from a set of discrete instructions is evidently
easier than recovering the discrete instructions from a continuous pattern.
Speech synthesis has thus developed to a point where a variety of systems,
taking a sequence of discrete phonetic symbols as input and offering a
coherent, perceptually tolerable sequence of words as output, is already in
use. By contrast, automatic speech recognition is still, after thirty years
of research, at its beginning. Current devices recognize limited vocabularies
of no more than about a thousand words. Moreover, the words must be spoken
carefully, usually by a single speaker, in a small set of syntactic frames,
and be confined to a limited topic of discourse. None of these devices
approaches within orders of magnitude the performance of a normal human
listener,

We may gain insight into why automatic speech recognition has so far
failed from the corollary fact that no one has yet succeeded in devising an
acceptable acoustic substitute for speech. In the burst of technological
enthusiasm that followed World War II, a characteristic endeavor was to
construct a sound alphabet that might substitute for spoken sounds in a
reading machine for the blind. Of the dozens of codes tested, none was more
successful than Morse Code, which a highly skilled operator can follow at a
rate of about 35 wWords a minute, as against the 150-200 words a minute of
normal speech. Yet with a visual alphabet, reading rates of 300-400 words a
minute are commonplace. Why should this be?

Part of the answer perhaps lies 1in differences between seeing and
hearing. Eyes comfortably scan a spatial array of static, discrete objects
for information; ears are attuned to dynamic patterns of spectral change over
time rather than to the abrupt "dots and dashes" of an arbitrary code. Speech
has evidently evolved to distribute the acoustic information that specifies
its discrete phonetic segments in patterns of change that match the ear's
capacities. Yet, ironically, theories of speech perception, like the models
implicit in automatic speech recognition devices, have all assumed that the
signal is a collection of more or less discrete cues or properties. Not
surprisingly, with this crypto-alphabetic assumption, these theories then have
difficulty in recovering an integrated percept.

RESOLVING THE PARADOX

There are two possible lines of resolution of the paradox. We may
reformulate our definition of the perceptual units or we may recast our
description of the acoustic signal. In what follows, I will briefly sketch
two current approaches that, extended and combined, may lead toward a
resolution along both these lines.
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Note, first, that we cannot abandon the concept of the phoneme-sized
phonetic segment, and the features that describe it, without abandoning the
sound structure and dual pattern on which language is premised. Moreover,
there is ample evidence from historical patterns of sound change (e.g.,
Lehmann, 1973), errors in production (Fromkin, 1980), errors in perception
(Bond & Garnes, 1980), aphasic deficit (Blumstein, 1978) and, not least, the
existence of the alphabet, that the phoneme is a functional element in both
speaking and 1listening (for fuller discussion, see Liberman & Studdert-
Kennedy, 1978). What we can abandon, however, is the notion of the phoneme-
sized phonetic segment as a static, timeless unit. We can attempt to recast
it as a synergistic pattern of articulatory gesture, specified in the acoustic
signal by spectrally and temporally distributed patterns of change.

Here, it may be useful to distinguish between the information in a spoken
utterance and in its written counterpart (a similar distinction is drawn in
another context by Carello, Turvey, Kugler, & Shaw, in press). Both speech
and writing may serve to control a speaker's output: We may ask a subject
either to repeat the words he/she hears or to read aloud their alphabetic
transcription, and the two spoken outcomes will be essentially identical., But
the information that subjects use to control their output is quite different
in the two cases.

The form of the spoken utterance 1is not arbitrary: Its acoustic
structure is a necessary consequence of the articulatory gestures that shaped
it. In other words, its acoustic structure specifies those gestures, and the
human listener has no difficulty in reading out the specifications, and thus
organizing his own articulations to accord with those of the utterance. By
contrast, the form of the written transcription is an arbitrary convention
that specifies nothing. Rather, it is a set of instructions that indicate to
the reader what he is to do, but do not specify how he is to do it (Carello,
et al., in press; Turvey, personal communication). A road sign indicates
"Stop," a tennis coach instructs us, "Keep your eye on the ball," but neither
tells us hoWw to do it. Their instructions are chosen to symbolize actions
presumed to be in the repertoires of motorists and tennis players. If these
actions were not in their repertoires, the instructions would be useless.
Similarly, the elements of a transcription--whether words, syllables, or
phonemes--are chosen to symbolize actions presumed to be in the repertoires of
speakers. If they were not in their repertoires, the instructions would be
useless. Our task is therefore to describe those actions and to understand
how they are specified in the flow oi speech.

Thirty years of research with synthetic speech have demonstrated that the
speech signal is replete with independently manipulable "cues," which, if
varied appropriately, change the phonetic percept. Two puzzling facts emerge
from this work. (See Repp, 1982, for an extensive review.) First, every
phonetic distinction seems to be signaled by many different cues. Therefore,
to demonstrate that a particular cue is effective, we must set other cues in
the synthesis program at neutral (that 1is, ambiguous) values. We then
discover the second puzzle, namely, that equivalent, indiscriminable percepts
may arise from quite different combinations of contexts and cues. Thus,
Bailey and Summerfield (1980) showed that perceived place of articulation of
an English stop consonant /p, t, k/, induced by a brief silence between /s/
and a following vowel (as in /spu/ or /ski/), depends on the length of the
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silence, on spectral properties at the offset of /s/, and on the relation
between those properties and those of the following vowel, How are we to
understand the perceptual equivalence of variations in the spectrzl structure
of a vowel and in the duration of the silence that precedes it? More
importantly, how are we to understand the integration of many spectrally and
temporally scattered cues into a unitary percept?

The quandary was recognized and a rationale for its solution proposed
some years ago by Lisker and Abramson (1964, 1971), They pointed out that the
diverse array of cues that separate so-called voiced and voiceless initial
stop consonants in many languages--plosive release energy, aspiration energy,
first formant onset frequency--were all consequences of variations in timing
of the onset of laryngeal vibration with respect to plosive release, that is,
voice onset time (VOT),

"Laryngeal vibration provides the periodic or quasi-periodic carrier
that we call voicing. Voicing yields harmonic excitation of a low
frequency band during closure, and of full formant pattern after
release of the stop. Should the onset of voicing be delayed until
some time after the release, however, there will be an interval
between release and voicing onset when the relatively unimpeded air
rushing through the glottis will provide the turbulent excitation of
a voiceless carrier commonly called aspiration. This aspiration is
accompanied by considerable attenuation of the first formant, an
effect presumably to be ascribed to the presence of the tracheal
tube below the open glottis. Finally, the intensity of the burst,
that 1is, the transient shock excitation of the oral cavity upon
release of the stop, may vary depending on the pressures developed
behind the stop closure. Thus it seems reasonable to suppose that
all these acoustic features, despite their physical dissimilarities,
can be ascribed ultimately to actions of the laryngeal mechanism."”
(Abramson & Lisker, 1965, p. 1).

If, now, we extend this principle of articulatory coherence to other
collections of cues for other phonetic features--for which, to be sure, the
details have not yet been worked out--we can, at least, see how the cues may
originate, and may even cohere perceptually as recurrent acoustic patterns.
Moreover, we have a view of the perceptual object--consistent with Gibson's
(1966, 1979) principles--as an event that modulates acoustic energy. 1In other
words, the perceptual object is a pattern of gesture perceived directly by
means of its radiated sound, or, if we are watching the movements of a signing
hand, by means of a pattern of reflected 1light. This view, developed at
Haskins Laboratories over the past thirty years, takes a step toward resolving
the anisomorphism paradox by treating the perceptual object as a dynamic event
rather than a static unit, but does nothing to address the problems of
invariance and segmentation in the acoustic signal. For this we must turn to
the work of Stevens (1972, 1975) and of Stevens and Blumstein (1978; Blumstein
& Stevens, 1979, 1980).

Stevens' (1972, 1975) approach is entirely consistent with Gibson's view
that "Phonemes are in the air" (Gibson, 1966, p. 94), in other words, that the
acoustic signal carries invariant segments isomorphic with our phonetic
percepts. For Stevens, the perceptual elements are the features of distinc-
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tive feature theory (Jakobson, Fant, & Halle, 1963). He has adopted an
explicitly evolutionary approach to the link between production and perception
by positing that features have come to occupy those acoustic spaces where, by
calculations from a vocal tract model, relatively large articulatory varia-
tions have little acoustic effect, and to be bounded by regions where small
articulatory changes have a large acoustic effect. (As a simple example, the
reader might test the acoustic consequences of whispering the word east,
moving slowly from the high front vowel [i] through the alveolar fricative [s]
to the alveolar stop [t1.)

Most of Stevens' work in recent years has been concerned with acoustic
properties that specify place of articulation in stop consonants, for the good
reason that the acoustic correlates of this feature have seemed particularly
labile and subject to contextual variation (Liberman, Cooper, Shankweiler, &
Studdert-Kennedy, 1967). For example, in a well-known series of studies
(Stevens & Blumstein, 1978; Blumstein & Stevens, 1979, 1980), Stevens and
Blumstein derived by acoustic analysis a set of three "templates," character-
izing the gross spectral structure at onset, integrated over the first 26 ms
after stop release, for the three syllable-initial, English stop consonants,
{b,d,g]. They described the templates in the terminology of distinctive
feature theory as diffuse-falling for [b], diffuse-rising for [d], compact for
[gl. They tested the perceptual effectiveness of these brief, static spectra
by synthesis, before or as part of either steady or moving formant transitions
in three vowel environments, [i,a,ul]. The studies are too complex and subtly
devised for summary here, but the general outcome was that most subjects were
able to identify the stops with 80%-100% accuracy from the first 20-30 ms
after consonant onset. Nonetheless, accuracy did vary with vowel environment
and, in some syllables, subjects evidently made use of what Blumstein and
Stevens term "secondary" properties, such as formant transitions, to identify
the consonants.

Before we examine the implications of this last fact, we should note
three important aspects of this approach to the invariance problem. First, in
accord with distinctive feature theory and with the acoustic analyses of Fant
(1960, 1973), Stevens and Blumstein assume that phonetic information is
primarily given in the entire spectral array. "Cues" are not extracted;
rather, the phonetic segment is directly specified by the signal. Second, the
weight assigned to the spectrum at onset is justified by recent evidence from
auditory physiology (cf. Chistovich et al., 1982; e.g., Delgutte, 1982; Kiang,
1980) that the (cat) ear is particularly sensitive to abrupt spectral
discontinuities, and that the number of fibers responding to the input is
increased immediately following such a discontinuity. Third, Stevens and
Blumstein acknowledge the role of "secondary"--and potentially context-
dependent~-sources of information in patterns of spectral change (i.e.,
formant transitions), but attempt to exclude them by positing innate property
detectors. These detectors filter out the secondary properties, it is said,
and enable an infant to extract the "primary" invariances, 1leaving the
secondary properties to be learned from their co-occurrence with the primary
(Stevens & Blumstein, 1978, p. 1367).

Here, in this third aspect, we see that Stevens and Blumstein have not,
in fact, completely freed their theory of perceptual atomism. By dividing the
properties into "primary" and “secondary,” they slip back into requiring some
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process of perceptual integration, accomplished, they propose, by the tauto-
logical process of "co=occurrence" or association. Moreover, the detectors
themselves are purely ad hoc, tautologous entities (or processes) for which
there is no independent evidence: Their existence is inferred from the fact
that infants and adults respond in a particular way to stimuli that may be
described as having certain properties., 1If we have learned nothing else from
behaviorist philosophy, we should at 1least have learned to eschew the
"Conceptual Nervous System,"

Yet the detectors are supererogatory to the enterprise that Stevens and
Blumstein are launched upon. The importance of their work is that they have
taken the first systematic, psycholinguistically motivated, steps toward
describing the invariant acoustic properties of a notoriously context-
dependent class of phonetic segments. What is missing from their approach is
not an imaginary physiological device, but a recognition that the signal is no
more a sSequence of static spectral sections than it is a collection of
isolated cues. Rather the signal reflects a dynamic articulatory event of
which the invariances must lie in a pattern of change.

And, indeed, moves toward this recognition have already begun. Kewley-
Port (1980, 1983) has shown that an invariant pattern may be found in running
spectra at stop consonant onset, and that identification accuracy for synthet-
ic stop syllables improves, if they are synthesized from running spectra, up-
dated at 5 ms intervals, rather than from static spectra sustained over 26 ms
(Kewley-Port, Pisoni, & Studdert-Kennedy, 1983). Blumstein, Isaacs, and
Mertus (1982) have found that the perceptually effective invariant may lie,
not in the gross spectral shape, as originally hypothesized, but 1in the
pattern of formant frequencies at onset. This suggests that characteristic
formant shifts of the kind described in the earliest synthetic speech studies
(e.g., Liberman, Cooper, Delattre, & Gerstman, 1954) may yet prove to play a
role: for example, an upward shift in the low frequencies for labials, a
downward shift in the high frequencies for alveolars. In fact, Lahiri and
Blumstein (1982) report a cross-language (English, French, Malayalam) acoustic
analysis of labial, dental, and alveolar stops that seems to be consistent
with this hypothesis. The distinctions were carried by maintenance or shift
in the relative weights of high and low frequencies from consonant release
over the first three glottal pulses at voicing onset. All these studies move
toward a dynamic rather than a static description of speech invariants.

We may see then, in (distant) prospect, a fruitful merger, consistent
with theories of event perception, by which invariances in the acoustic signal
are discovered as coherent patterns of spectral change, specifying a synergism
of underlying articulatory gestures. From such a resolution of the invariance
paradox there would follow a resolution of the segmentation paradox. For
implicit in a view of the perceptual object as a coherent event is a view of
"cues," "features," and, indeed, "phonemes" as descriptors rather than sub-
stantive categories of speech. The utility of features and phonemes for
describing the structure of spoken languages would remain, as would--in some
not yet clearly formulated sense--the functional role of the phoneme-sized
phonetic segment in the organization of an utterance. But phonemes and
features in perception would be seen, in origin, not as substantive catego-
ries, formed by specialized categorical mechanisms, but as emergent properties
of recurrent acoustic pattern., As we will see later, this view of perception
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is coordinate with current research into the origins of phonological systems.

IMITATION AND THE AMODALITY OF SPEECH PERCEPTION

Let us turn now to another body of research that encourages a view of
speech perception as a particular type of event perception: research on lip
reading in adults and infants. The importance of this work is that it
promises to throw light on imitation, a process fundamental to the acquisition
of speech.

The story begins with the discovery by McGurk and MacDonald (1976;
MacDonald & McGurk, 1978) that subjects' perceptions of a spoken syllable
often change, if they simultaneously watch a video display of a speaker
pronouncing a different syllable. For example, if subjects hear the syllable
/ba/ repeated four times, while watching a synchronized video display of a
speaker articulating /ba, va, a, da/, they will typically report the latter
sequence. This is not simply a matter of visual dominance in a sensory
hierarchy, familiar from many intermodal studies (Marks, 1978). Nor is it a
matter of combining phonetic features independently extracted from acoustic
and optic displays--for example, voicing from the acoustic, place of articula-
tion from the optic. For, although voicing is indeed specified acoustically,
place of articulation may be specified both optically and acoustically, as
when subjects report a consonant cluster or some merged element. Thus,
presented with acoustic /ba/ and optic /ga/, subjects often report /b'ga/,
/g'ba/ or a merger, /da/. (See Summerfield, 1979, for fuller discussion).

The latter effect was used in an ingenious experiment by Roberts and
Summerfield (1981) to demonstrate that speech adaptation is an auditory not a
phonetic process, and, more importantly, for the present discussion, to show
that auditory and phonetic processes in perception can be dissociated. The
standard adaptation paradigm, devised by Eimas and Corbit (1973), asks
listeners to classify syllables drawn from a synthetic acoustic continuum,
stretching from, say [bal to [dal, or [bal) to [pal, both before and after
repeated exposure to (that is, adaptation with) one or other of the endpoint
syllables. The effect of adaptation, reported in several dozen studies (see
Eimas & Miller, 1978, for review), is that listeners perceive significantly
fewer tokens from the continuum as instances of the syllable with which they
have been adapted.

Roberts and Summerfield (1981) followed this paradigm with a series of
synthetic syllables ranging from [b.] to [d:]. Their novel twist was to
include a condition in which subjects were adapted audiovisually by an
acoustic [b-], synchronized with an optic [g:], intended to be perceived
phonetically as [d:]. In the event, six of their twelve subjects reported the
adapting syllable as either [d.] or {*.], four as [kl-], one as [fl.], one as
[mal. Not a single subject reported the phonetic event corresponding to the
adapting acoustic syllable actually presented, [b:]. Yet, after adaptation,
every subject displayed a drop in the number of tokens identified as [(b:],
roughly equal to the drop for the control condition in which acoustic [b.] was
presented alone. Thus, while subjects' auditory systems were normally adapted
by the acoustic 1input, their conscious phonetic percepts were specified
intermodally by a blend of acoustic and optic information. #
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We might extend the demonstration that phonetic perception is intermodal
(or, better, amodal) by citing the Tadoma method in which the deaf-blind learn
to perceive speech by touch, with fingers on the lips and neck of the speaker.
Tactile information may even help to guide a deaf-blind individual's own
articulation (Norton, Schultz, Reed, Braida, Durlach, Rabinowitz, & Chomsky,
1977). But the lip-reading studies alone suffice to raise the question of the
dimensions of the phonetic percept. The acoustic information is presumably
carried by the familar pattern of formants, friction noise, plosive release,
harmonic variation and so on; the optic information is carried by varying
configurations of the lips and, perhaps, of the tongue and teeth (Summerfield,
1979). But how are these qualitatively distinct patterns of light and sound
combined to yield an integrated percept? What we need is some underlying
metric common to botn the light reflected and the sound radiated from mouth
and lips (Summerfield, 1979). Such a notion will hardly surprise students of
action and of event-perception (e.g., Fowler, Rubin, Remez, & Turvey, 1980;
Runeson & Frykholm, 1981; Summerfield, 1980). But, as I have already
suggested, it is worth pursuing a little further for the light that it may
throw on the bases of imitation.

Consider, first, that infants are also sensitive to structural correspon-
dences between the acoustic and optic specifications of an event. Spelke
(1976) showed that 4-month-old infants preferred to watch the film (of a woman
playing "peekaboo,"™ or of a hand rhythmically striking a wood block and a
tambourine with a baton) that matched the sound track they were hearing. Dodd
(1978) showed that U4-month-o0ld infants watched the face of a woman reading<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>